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                           VIVEKANANDHA 

COLLEGE OF ENGINEERING FOR WOMEN 
 

M.E.  COMPUTER SCIENCE AND ENGINEERING  

REGULATIONS – 2015 

CHOICE BASED CREDIT SYSTEM 

PROGRAMME EDUCTIONAL OBJECTIVES (PEOs): 

1. Provide students with strong foundational skills in engineering to institute, themselves 

as effective professionals by solving engineering and mathematical problems in the 

industry and applying new ideas in computer science world. 

2. Provide students with profound knowledge and ability to expertise in computer 

Science and Engineering and to provide solutions within a global, societal and 

environmental contest. 

3. Provide exposure to emerging vital technologies, adequate training & opportunities to 

work as team on multidisciplinary learning with effective communication skills and 

leadership qualities. 

4. Enable students to analyze, design and create novel ideas and solutions for real life 

problems. 

5. Prepare students to analyze existing literature in an area of specialization and ethically 

develop innovative and research oriented methodologies. 

PROGRAMME OUTCOMES (POs): 

On successful completion of the course the student will able to  

A. Apply the knowledge of mathematical fundamentals, algorithmic principles along 

with computer engineering theory and practices to the solution of complex 

engineering problems. 

B. An ability to identify, formulate and solve problems in computer science and 

engineering field relevant to current and future trends. 

C. An ability to design, implements, and evaluate a computer-based system, process, 

component, or program to meet desired needs. 

D. Ability to design and conduct research based experiments, perform analysis and 

provide valid consequence for complex problems. 

E. An ability to use current techniques, skills, and tools necessary for computing practice 

F. An ability to analyze the local and global impact of computing on individuals, 

organizations and society with the knowledge of modern issues. 

G. Ability to understand the impact of engineering solution in a global, economic, 

environmental and public context 

H. An understanding of Professional, Legal, Security, ethical attitude and social issues 

and responsibilities. 

I. An ability to work as team on multidisciplinary projects with effective management 

qualities. 

J. An ability to communicate in point of fact with a range of spectators.  

K. An understanding of engineering and management principles and apply these to one’s 

own work, as a member and leader in a team, to manage projects. 

L. Recognition of the need for and an ability to engage in continuing professional 

development. 
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Mapping of Programme Educational Objectives with Programme Outcomes: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Mapping of Course with Programme Outcomes: 

 

Programme 

Educational 

Objectives 

Programme Outcomes 

A B C D E F G H I J K L 

1 √ √ √     √ √    

2  √  √   √      

3         √ √ √ √ 

4 √ √  √ √    √  √  

5    √ √ √       

  A B C D E F G H I J K L 

SEM

1 

Foundations of Computer 

science 

√ √ √  √      √  

Advanced computer 

Architecture 

√ √ √  √    √  √  

Adhoc and Wireless Sensor 

Networks 

√ √ √  √ √   √  √  

Algorithm Design and Analysis √ √ √  √      √  

Advanced Database Technology √ √ √  √      √  

Professional electivies-1             

Wireless Networks Laboratory √ √ √ √ √ √ √ √ √ √ √ √ 

SEM 

2 

Object Oriented Systems 

Engineering 

√ √ √  √      √  

Security Principles and 

Practices 

√ √ √  √ √  √   √  

Research Methodologies and 

Data Analysis 

√ √ √  √  √    √  

Professional Elective – II             

Professional Elective – III             

Open Elective - I             

Software Development 

Laboratory 

√ √ √ √ √ √     √  

Technical Seminar   √   √ √  √  √ √ √ 

SEM

3 

Professional Elective – IV             

Professional Elective – V             

Open Elective – II              

Project Phase – I  
 √ √ √ √ √ √ √ √ √ √ √ 

SEM

4 
Project Phase – II  

 √ √ √ √ √ √ √ √ √ √ √ 
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VIVEKANANDHA COLLEGE OF ENGINEERING FOR WOMEN 

(Autonomous Institution Affiliated to Anna University, Chennai) 

Elayampalayam, Tiruchengode – 637 205 
 

Programme M.E. Programme Code 201 Regulation 2015 

Department COMPUTER SCIENCE AND ENGINEERING Semester I 

CURRICULUM 

(Applicable to the students admitted in the academic year 2015-2016) 

Course Code Course Name 

Cate 

gory 

Periods / Week Credit Maximum Marks 

L T P C CA ESE Total 

THEORY 

P15CS101 Foundations of Computing Science FC 3 0 0 3 50 50 100 

P15CS102 Advanced Computer Architecture* PC 3 0 0 3 50 50 100 

P15CS103 Adhoc and Wireless Sensor 

Networks 

 

PC 3 0 0 3 50 50 100 

P15CS104 Algorithm Design and Analysis PC 3 0 0 3 50 50 100 

P15CS105 Advanced Database Technology  PC 3 0 0 3 50 50 100 

 Professional Elective – I PE 3 0 0 3 50 50 100 

PRACTICAL 

P15CS106 Wireless Networks Laboratory PC 0 0 4 2 50 50 100 

Total Credits 20 350 350 700 

 

PC – Professional Course, PE – Professional Elective, CA - Continuous Assessment, ESE - End 

Semester Examination 

 

* Common syllabus for M.Tech -IT 
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VIVEKANANDHA COLLEGE OF ENGINEERING FOR WOMEN 

(Autonomous Institution Affiliated to Anna University, Chennai) 

Elayampalayam, Tiruchengode – 637 205 
 

Programme M.E. Programme Code 201 Regulation 2015 

Department COMPUTER SCIENCE AND ENGINEERING Semester II 

CURRICULUM 

(Applicable to the students admitted in the academic year 2015-2016) 

Course Code Course Name 

Categ

ory  

Periods / Week Credit Maximum Marks 

L T P C CA ESE Total 

THEORY 

P15CS207 Object Oriented Systems 

Engineering  
PC 3 0 0 3 50 50 100 

P15CS208 Security Principles and Practices PC 3 0 0 3 50 50 100 

P15CS209 Research Methodology and Data 

Analysis * 
PC 3 0 0 3 50 50 100 

 Professional Elective – III PE 3 0 0 3 50 50 100 

 Professional Elective - IV PE 3 0 0 3 50 50 100 

 Open Elective - I OE 3 0 0 3 50 50 100 

PRACTICAL 

P15CS210 Software Development 

Laboratory  
PC 0 0 4 2 50 50 100 

P15CS211 Technical Seminar   EEC 0 0 2 1 100 - 100 

Total Credits 21 450 350 800 

 

PC – Professional Course, PE – Professional Elective, OE – Open Elective, EEC – Employability 

Enhancement Course, CA - Continuous Assessment, ESE - End Semester Examination  

 

* Common syllabus for, M.E -AE, M.E – PSE, M.E – VLSI & M.Tech -IT 
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VIVEKANANDHA COLLEGE OF ENGINEERING FOR WOMEN 

(Autonomous Institution Affiliated to Anna University, Chennai) 

Elayampalayam, Tiruchengode – 637 205 
 

Programme M.E. Programme Code 201 Regulation 2015 

Department COMPUTER SCIENCE AND ENGINEERING Semester III 

CURRICULUM 

(Applicable to the students admitted in the academic year 2015-2016) 

Course Code Course Name 

Cate 

Gory 

Periods / Week Credit Maximum Marks 

L T P C CA ESE Total 

THEORY 

 Professional Elective – V PE 3 0 0 3 50 50 100 

 Open Elective – II PE 3 0 0 3 50 50 100 

 Open Elective – III OE 3 0 0 3 50 50 100 

PRACTICAL 

P15CS312 Project  Phase – I EEC 0 0 12 6 60 40 100 

Total Credits 15 210 190 400 

 

PE – Professional Elective, OE – Open Elective, EEC – Employability Enhancement Course,                            

CA - Continuous Assessment, ESE - End Semester Examination  
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VIVEKANANDHA COLLEGE OF ENGINEERING FOR WOMEN 

(Autonomous Institution Affiliated to Anna University, Chennai) 

Elayampalayam, Tiruchengode – 637 205 
 

Programme M.E. Programme Code 201 Regulation 2015 

Department COMPUTER SCIENCE AND ENGINEERING Semester IV 

CURRICULUM 

(Applicable to the students admitted in the academic year 2015-2016) 

Course Code Course Name 
Category 

Periods / Week Credit Maximum Marks 

L T P C CA ESE Total 

PRACTICAL 

P15CS413 Project  Phase – II EEC 0 0 24 12 60 40 100 

Total Credits 12 60 40 100 

 

EEC – Employability Enhancement Course, CA - Continuous Assessment, ESE - End Semester 

Examination  

Cumulative Course Credits: 68 
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FOUNDATION COURSES (FC) 

 

 

 

 

PROFESSIONAL CORE (PC) 

 

 

 

 

 

 

 

S.NO COURSE 

CODE 
COURSE NAME CATEGORY CONTACT 

PEROIDS 
L T P C 

1.  P15CS101 Foundations of Computing Science FC 3 3 0 0 3 

S.NO COURSE 

CODE 
COURSE NAME CATEGORY CONTACT 

PEROIDS 
L T P C 

1.  P15CS102 Advanced Computer Architecture PC 3 3 0 0 3 

2.  P15CS103 
Adhoc and Wireless Sensor 

Networks 

 

PC 3 3 0 0 3 

3.  P15CS104 Algorithm Design and Analysis PC 3 3 0 0 3 

4.  P15CS105 Advanced Database Technology  PC 3 3 0 0 3 

5.  P15CS106 Wireless Networks Laboratory PC 4 0 0 4 2 

6.  P15CS207 
Object Oriented Systems 

Engineering  
PC 3 3 0 0 3 

7.  P15CS208 Security Principles and Practices  PC 3 3 0 0 3 

8.  P15CS209 
Research Methodology and Data 

Analysis  
PC 3 3 0 0 3 

9.  P15CS210 Software Development Laboratory  PC 4 0 0 4 2 
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PROFESSIONAL ELECTIVE (PE) 

S.NO 
COURSE 

CODE 
COURSE NAME 

CATEGO

RY 

CONTACT 

PEROIDS 
L T P C 

1.  P15CSE01 Cloud Computing PE 3 3 0 0 3 

2.  P15CSE02 Multimedia Systems PE 3 3 0 0 3 

3.  P15CSE03 Theory  of  Programming Languages PE 3 3 0 0 3 

4.  P15CSE04 Mobile Computing PE 3 3 0 0 3 

5.  P15CSE05 
Parallel and Distributed Systems 

Design 
PE 4 3 0 0 3 

6.  P15CSE06 Information Security PE 3 3 0 0 3 

7.  P15CSE07 Advances in Compiler Construction PE 3 3 0 0 3 

8.  P15CSE08 Data Mining Techniques PE 3 3 0 0 3 

9.  P15CSE09 
Advances  in Operating  Systems 

Design 
PE 3 3 0 0 3 

10.  P15CSE10 Computational  Number Theory PE 3 3 0 0 3 

11.  P15CSE11 Quantum Computing PE 3 3 0 0 3 

12.  P15CSE12 Social Network Analysis PE 3 3 0 0 3 

13.  P15CSE13 Digital Image Processing PE 3 3 0 0 3 

14.  P15CSE14 Video Analytics PE 3 3 0 0 3 

15.  P15CSE15 
Software Testing and Quality 

Assurance 
PE 3 3 0 0 3 

16.  P15CSE16 Internet of Things PE 3 3 0 0 3 

17.  P15CSE17 Intellectual Property Rights  PE 3 3 0 0 3 

18.  P15CSE18 Big data Analytics PE 3 3 0 0 3 

19.  P15CSE19 Cognitive Science PE 3 3 0 0 3 

20.  P15CSE20 
Real Time System Design 

 
PE 3 3 0 0 3 
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EMPLOYABILITY ENHANCEMENT COURSES (EEC) 

 

 

 

21.  P15CSE21 Soft Computing PE 3 3 0 0 3 

22.  P15CSE22 Software Project Management PE 3 3 0 0 3 

23.  P15CSE23 Information Retrieval PE 3 3 0 0 3 

24.  P15CSE24 Ethical Hacking and Digital Forensics PE 3 3 0 0 3 

25.  P15CSE25 Bio Inspired Computing PE 3 3 0 0 3 

26.  P15CSE26 Domain Engineering PE 3 3 0 0 3 

27.  P15CSE27 Energy Aware Computing PE 3 3 0 0 3 

28.  P15CSE28 Information Storage Management PE 3 3 0 0 3 

29.  P15CSE29 Secure Network System  Design PE 3 3 0 0 3 

30.  P15CSE30 Social Network Mining and Analysis  PE 3 3 0 0 3 

31.  P15CSE31 Machine Learning Techniques PE 3 3 0 0 3 

32.  P15CSE32 
Virtualization Techniques   and 

Application  
PE 3 3 0 0 3 

S.NO COURSE 

CODE 
COURSE NAME CATEGORY CONTACT 

PEROIDS 
L T P C 

1.  P15CS211 Technical Seminar   EEC 2 0 0 2 1 

2.  P15CS312 Project  Phase – I EEC 12 0 0 12 6 

3.  P15CS413 Project  Phase – II EEC 24 0 0 24 12 
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VIVEKANANDHA COLLEGE OF ENGINEERING FOR WOMEN 

(Autonomous Institution Affiliated to Anna University, Chennai) 

Elayampalayam, Tiruchengode – 637 205  

Programme M.E. Programme code 201 Regulation 2015 

Department COMPUTER SCIENCE AND ENGINEERING Semester I 

Course code Course name 
Periods per week Credit Maximum Marks 

L T P C CA ESE Total 

P15CS101 Foundations of Computing Science 3 0 0 3 50 50 100 

Course 

Objective 

 

 To understand the concept of Discrete Structures 
 Understand various Computing models like Finite State Machine, Pushdown 

Automata, and Turing Machine.  

 Be aware of Decidability and Un-decidability of various problems.  

Unit - I DISCRETE STRUCTURES Periods 9 

Basic concepts of Sets- Relations and Ordering-Functions; Algebraic Structures- Grammars and Languages- 

Proof Techniques- Groups- Lattices and Boolean Algebras.  

Unit – II AUTOMATA THEORY Periods 9 

Finite Automata  (FA)  –  Deterministic  Finite  Automata  (DFA)  –  Non-deterministic  Finite Automata 

(NFA) – Finite Automata with Epsilon transitions–  FA  and  Regular  Expressions  –   Properties  of  regular  

languages  –  Equivalence  and minimization  of Automata. 

Unit – III LANGUAGES AND AUTOMATA Periods 9 

Context free languages- Context free grammars- Pushdown Automata- Non context free language -Turing 

Machines- Variants of Turing Machines- Definition of Algorithm- Recursive and Recursively Enumerable 

Language 

Unit – IV COMPUTABILITY Periods 9 

Church-Turing Thesis- Decision Problems- Decidability and Undesirability- Halting Problem of Turing 

Machines; Problem reduction (Turing and mapping reduction).  

Unit - V COMPUTATIONAL COMPLEXITY Periods 9 

Time Complexity: Measuring Complexity- The class P- The class NP- NP Completeness-  Space 

Complexity: Savich's Theorem- The class PSPACE- PSPACE-completeness- The Class L and NL- NL 

completeness- NL Equals coNL. 

Total Periods 45 

REFERENCES: 

1.  
J.P. Trembley and R. Manohar, ―Discrete Mathematical Structures with Applications to 

Computer Science‖, First Edition, McGraw Hill Publication Private Ltd, 2001.  

2.  
Michael Sipser, ―Introduction to The Theory of Computation‖, Third Edition, Cengage 

Learning, 2012. 

3.  
John E. Hopcroft and J.D.Ullman, ―Introduction to Automata Theory, Languages and 

Computation‖, Second Edition, Addison Wesley, 2000.  

Course 

Outcome 

 Formulate logic expressions for a variety of applications 

 Design finite automata to recognize string pattern 

 Design elementary deterministic and randomized algorithms to solve computational 

problems 

 Analyze the running time of non-recursive algorithms 
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VIVEKANANDHA COLLEGE OF ENGINEERING FOR WOMEN 

(Autonomous Institution, Affiliated to Anna University ,Chennai) 

Elayampalayam, Tiruchengode – 637 205  

Programme M.E.  Programme code 201 Regulation 2015 

Department COMPUTER SCIENCE AND ENGINEERING  Semester I 

Course code Course Name 
Periods Per Week Credit Maximum Marks 

L T P C CA ESE Total 

P15CS102 Advanced Computer Architecture 3 0 0 3 50 50 100 

 

Course 

Objective 

 

 To understand the concept of Architecture of Computers and Internal Parts of 

Computers 

 To understand the Pipelining Concepts and Instruction Level Parallelism. 

Unit - I FUNDAMENTALS OF COMPUTER DESIGN Periods  9 

Introduction-Measuring, reporting and summarizing performance-Quantitative principles of computer design-

Instruction Set Principles-Introduction-Classifying ISA-Types and size of operands-Pipelining-Introduction-

Hazards-Implementation-Multicycle operations. 

Unit - II INSTRUCTION LEVEL PARALLELISM Periods  9 

Instruction Level Parallelism-Concepts, Challenges-Basic Compiler Techniques for exposing ILP-Reducing 

branch cost with prediction-Overcoming data hazards with dynamic scheduling-Examples and algorithms-

Hardware based speculation. 

Unit - III 
INSTRUCTION LEVEL PARALLELISM WITH 

HARDWARE AND SOFTWARE APPROACHES 
Periods  9 

Exploiting ILP with multiple Issues and static scheduling, dynamic scheduling-Advanced technique for 

instruction delivery and speculation-Limitations of ILP-Hardware Vs Software Speculation-Multithreading 

using ILP-Exploit thread level parallelism. 

Unit - IV 
MULTIPROCESSORS AND THREAD LEVEL 

PARALLELISM 
Periods  9 

Introduction-Symmetric Shared Memory- Architecture, Performance-Distributed Shared memory-Directory 

based coherence-Synchronization-Basic-Models of memory consistency-Sun T1 Multiprocessor. 

Unit - V MEMORY HIERARCHY AND STORAGE DEVICES Periods  9 

Introduction-Optimization of cache performance-Memory technology and optimizations-Protection-Virtual 

Memory and Machine-Storage Systems-Introduction-Advanced topics in disk storage-I/O performance, 

reliability, measures and benchmarks. 

Total Periods 45 

REFERENCES: 

1.  
John L. Hennessey and David A. Patterson, ―Computer Architecture – A quantitative 

approach‖, 4
th
 edition, Morgan Kaufmann / Elsevier, 2007. 

2.  
William Stallings, ―Computer Organization and Architecture – Designing for Performance‖, 

Seventh Edition, Pearson Education, 2006. 

3.  
David E. Culler, Jaswinder Pal Singh, ―Parallel Computing Architecture: A hardware/ 

software approach‖ , Morgan Kaufmann / Elsevier, 1997. 

Course 

outcome 

 Understand  about computer performance, instruction set architecture design and 

implementation 

 Understand about processor implementation alternatives (single- cycle, multiple-cycle, 

and pipelined implementations) 
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VIVEKANANDHA COLLEGE OF ENGINEERING FOR WOMEN 

(Autonomous Institution Affiliated to Anna University, Chennai) 

Elayampalayam, Tiruchengode – 637 205  
Programme M.E. Programme code 201 Regulation 2015 

Department COMPUTER SCIENCE AND ENGINEERING Semester I 

Course code Course name Periods per week Credit Maximum Marks 

P15CS103 Adhoc and Wireless Sensor 

Networks 

L T P C CA ESE Total 

3 0 0 3 50 50 100 

Course 

Objective 

 

  To learn about the issues in the design of wireless ad hoc networks 

  To understand the working of protocols in different layers of mobile ad hoc and sensor 

networks 

 To expose the students to different aspects in sensor networks 

 To understand various security issues in ad hoc and sensor networks and solutions to 

the issues 

Unit - I AD-HOC MAC Periods 9 

Introduction – Issues in Ad-Hoc Wireless Networks. MAC Protocols – Issues, Classifications of MAC 

protocols, Multi channel MAC & Power control MAC protocol. 

Unit - II AD-HOC NETWORK ROUTING & TCP Periods 9 

Issues – Classifications of routing protocols – Hierarchical and Power aware. Multicast routing – 

Classifications, Tree based, Mesh based. Ad Hoc Transport Layer Issues. TCP Over Ad Hoc –Feedback 

based, TCP with explicit link, TCP-BuS, Ad Hoc TCP, and Split TCP. 

Unit - III WSN –MAC Periods 9 

Introduction – Sensor Network Architecture, Data dissemination, Gathering. MAC Protocols –self-

organizing, Hybrid TDMA/FDMA and CSMA based MAC. 

Unit - IV WSN ROUTING, LOCALIZATION & QOS Periods 9 

Issues in WSN routing – OLSR, AODV. Localization – Indoor and Sensor Network Localization. QoS in 

WSN. 

Unit - V MESH NETWORK Periods 9 

Necessity for Mesh Networks – MAC enhancements – IEEE 802.11s Architecture –Opportunistic routing – 

Self configuration and Auto configuration – Capacity Models – Fairness– Heterogeneous Mesh Networks – 

Vehicular Mesh Networks. 

Total Periods 45 

REFERENCES: 

1. 
C.Siva Ram Murthy and B.Smanoj, ― Ad Hoc Wireless Networks – Architectures and 

Protocols‖, Pearson Education, 2004 

2. 
Feng Zhao and Leonidas Guibas, ―Wireless Sensor Networks‖, Morgan Kaufman Publishers, 

2004 

3.  C.K.Toh, ―Ad Hoc Mobile Wireless Networks‖, Pearson Education, 2002. 

4. 
Thomas Krag and Sebastin Buettrich, ―Wireless Mesh Networking‖, O’Reilly Publishers, 

2007. 

Course 

Outcome 

 Identify different issues in wireless ad hoc and sensor networks. 

 To analyze protocols developed for ad hoc and sensor networks. 

 To identify and understand security issues in ad hoc and sensor networks. 
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VIVEKANANDHA COLLEGE OF ENGINEERING FOR WOMEN 

(Autonomous Institution Affiliated to Anna University, Chennai) 

Elayampalayam, Tiruchengode – 637 205  
Programme M.E. Programme code 201 Regulation 2015 

Department COMPUTER SCIENCE AND ENGINEERING Semester I 

Course code Course name 
Periods per week Credit Maximum Marks 

L T P C CA ESE Total 

P15CS104 Algorithm Design and Analysis 3 0 0 3 50 50 100 

Course 

Objective 

 

 Learn the various types of algorithm analysis techniques.  

 Become familiar with the different algorithm design techniques.  

 Understand the limitations of Algorithm power.  

Unit - I ALGORITHM ANALYSIS Periods 9 

Algorithmic paradigms: Dynamic Programming- Greedy- Branch and bound; Asymptotic complexity- 

Amortized analysis. 

Unit - II GRAPHS Periods 9 

Graph Algorithms: Minimum Spanning Tree- Shortest paths, Flow networks; NP completeness-Polynomial 

Time- Polynomial Time Verification- NP Completeness and Reducibility. 

Unit - III APPROXIMATION ALGORITHM Periods 9 

Approximation algorithms-Lower Bounding OPT-Steiner Tree and TSP- Randomized algorithms. 

Unit - IV GEOMETRIC ALGORITHMS Periods 9 

Geometric algorithms: range searching- convex hulls- segment intersections- closest pairs - Linear 

programming. 

Unit - V NUMERICAL  & INTERNET ALGORITHMS Periods 9 

Numerical algorithms: integer- matrix and polynomial multiplication- FFT- extended Euclid's algorithm- 

modular exponentiation- primarily testing- cryptographic computations- Internet algorithms : text pattern 

matching- tries- information retrieval- data compression- Web caching. 

Total Periods 45 

REFERENCES: 

1. 
Thomas H Cormen, Charles E Lieserson, Ronald L Rivest and Clifford Stein, ―Introduction to 

Algorithms‖, Second Edition, MIT Press/McGraw-Hill, 2001.  

2. 
Jon Kleinberg and Éva Tardos, ―Algorithm Design‖, Second Edition, Pearson Publication 

Asia, 2005. 

3. 
Michael T Goodrich and Roberto Tamassia,‖ Algorithm Design: Foundations, Analysis, and 

Internet Examples‖, Second Edition, Wiley, 2006.  

4. Udi Manber, Algorithms -- A Creative Approach, Addison-Wesley, Reading, MA, 1989. 

5. 
Mark de Berg, Mark van Kreveld, Mark Overmars and Otfried Shwarzkopf (Cheong), 

―Computational Geometry: Algorithms and Applications‖, Third edition, Springer-Verlag, 

2008.  

6. 
Rajeev Motwani and Prabhakar Raghavan, ―Randomized Algorithms‖, Cambridge University 

Press, 1995.  

7. 
Dorit S Hochbaum (editor), ―Approximation Algorithms for NP-Hard Problems‖, PWS 

Publishing Co, 1997. 

Course 

Outcome 

 Design algorithms for various computing problems.  

 Analyze the time and space complexity of algorithms.  

 Critically analyze the different algorithm design techniques for a given problem.  

 Modify existing algorithms to improve efficiency.  
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VIVEKANANDHA COLLEGE OF ENGINEERING FOR WOMEN 

(Autonomous Institution, Affiliated to Anna University ,Chennai) 

Elayampalayam, Tiruchengode – 637 205  

Programme M.E. Programme code 201 Regulation 2015 

Department COMPUTER SCIENCE AND ENGINEERING Semester I 

Course code Course Name 

Periods Per Week Credit Maximum Marks 

L T P C CA ESE 
Tota

l 

P15CS105 Advanced Database Technology 3 0 0 3 50 50 100 

 

Course 

Objective  

 

 To study the various models and understand the Relational model in detail. 

 To write effective queries and optimize the queries. 

 To understand concepts related to transaction Processing and Database 

Administration. 

Unit - I INTRODUCTION Periods  9 

Data models, structure of relational databases, component of management system – DDL, DML, database 

languages, SQL standard, database users and administrators 

Unit - II RELATIONAL DBMS Periods  9 

Design issues - basic normal forms and additional normal forms, Transforming E-R diagram to relations, 

Integrity constraints, Query processing and optimization.  

Unit - III TRANSACTION PROCESSING Periods  9 

Transaction concept, concurrent execution, isolation, testing for serializability, Concurrency control, lock 

based - time-stamp based - validation based protocols, multi-version schemes, deadlock handling.  

Unit - IV DATABASE ADMINISTRATION Periods          9 

Functions of DBA, Data volume and usage analysis, security and authorization, recovery and atomicity, 

buffer management, backup systems. 

Unit - V ADVANCED DATABASES Periods  9 

Object oriented, parallel, distributed, web databases 

Total Periods 45 

REFERENCES: 

1.  
Abraham Silberschatz, Hanry F Korth, Sudarshan S, ―Database Systems Concepts‖, McGraw 

Hill, 2007. 

2.  Raghu Ramakrishnan, ―Database Management Systems‖, McGraw Hill , 2003. 

3.  
Michael Kifer, Arthur Bernstein, Philip M Lewis, Prabin K Panigrahi, ―Database Systems – 

An application oriented approach―,Pearson Education, 2008. 

4.  Jeffrey D Ullman, ― A First Course in Database Systems‖, Pearson Education, 2007 

5.  Date C J, ―An Introduction to Database Systems‖, Pearson Education, 2003. 

Course 

Outcome 
 Identify and prioritize database assets threats to database asset 

 Present a disaster recovery plan for recovery of database assets after an incident. 
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VIVEKANANDHA COLLEGE OF ENGINEERING FOR WOMEN 

(Autonomous Institution Affiliated to Anna University, Chennai) 

Elayampalayam, Tiruchengode – 637 205 
 

Programme M.E. Programme code 201 Regulation 2015 

Department COMPUTER SCIENCE AND ENGINEERING Semester I 

Course code Course name 
Periods per week Credit Maximum Marks 

L T P C CA ESE Total 

P15CS106 Wireless Networks Lab 0 0 4 2 50 50 100 

Course 

Objective 

 Understand the architecture and applications current network technologies 

 Learn to simulate and analyze various medium access technologies  

 Learn to design and analyze network layer routing protocols 

 Learn to analyze the WSN energy model. 

SUGGESTED LIST OF EXPERIMENTS 

 

1. Simulate a LAN with 802.3 MAC consisting of TCP and UDP Traffic using NS2. 

2. Performance evaluation of different routing protocols in wired network environment using NS2. 

3. Simulate wireless Ad hoc networks with static nodes and study the performance using NS2. 

4. Simulate and analyze the performance of Adhoc network with Dynamic Nodes using NS2. 

5. Simulate WSN in NS2 and analyze the energy model of nodes. 

6. Performance evaluation of different ad-hoc wireless routing protocols (DSDV, DSR, AODV) using NS2. 

7. Simulate hierarchal structure of WSN in NS2. 

8. Mini project. 

TOTAL: 45 PERIODS 

Course 

Outcome 

 Able to simulate and analyze simple TCP & UDP Traffic for wired network 

 Able to simulate and analyze simple TCP & UDP Traffic for wireless network 

 Analyze the performance of different routing algorithms 

 Simulate the wireless sensor network model. 
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VIVEKANANDHA COLLEGE OF ENGINEERING FOR WOMEN 

(Autonomous Institution Affiliated to Anna University, Chennai) 

Elayampalayam, Tiruchengode – 637 205  

Programme M.E. Programme code 201 Regulation 2015 

Department COMPUTER SCIENCE AND ENGINEERING Semester II 

Course code Course name Periods per week Credit Maximum Marks 

P15CS207 Object Oriented Systems Engineering L T P C CA ESE Total 

3 0 0 3 50 50 100 

Course 

Objective 

 

 To understand the importance of object oriented software engineering.  

 To study the various lifecycle models for developing software’s.  

 To analyze and design software using tools.  

 To develop efficient software, deploy and maintain after production.  

Unit - I CLASSICAL PARADIGM Periods 9 

System Concepts – Project Organization – Communication – Project Management 

Unit - II PROCESS MODELS Periods 9 

Life cycle models – Unified Process – Iterative and Incremental – Workflow – Agile Processes` 

Unit - III ANALYSIS Periods 9 

Requirements Elicitation – Use Cases – Unified Modeling Language, Tools – Analysis Object Model 

(Domain Model) – Analysis Dynamic Models – Non-functional requirements 

Unit - IV DESIGN Periods 9 

System Design, Architecture – Design Principles - Design Patterns – Dynamic Object Modeling – Static 

Object Modeling – Interface Specification – Object Constraint Language 

Unit - V IMPLEMENTATION, DEPLOYMENT AND MAINTENANCE Periods 9 

Mapping Design (Models) to Code – Testing - Usability – Deployment – Configuration Management – 

Maintenance.  

Total Periods 45 

REFERENCES: 

1.  
Bernd Bruegge, Alan H Dutoit, Object-Oriented Software Engineering, 2nd ed, Pearson 

Education, 2004.  

2.  Craig Larman, Applying UML and Patterns 3rd ed, Pearson Education, 2005. 

3.  Stephen Schach, Software Engineering 7th ed, McGraw-Hill, 2007  

4.  
Ivar Jacobson, Grady Booch, James Rumbaugh, The Unified Software Development Process, 

Pearson Education, 1999.  

5.  Alistair Cockburn, Agile Software Development 2nd ed, Pearson Education, 2007. 

Course 

Outcome 

 To prepare object oriented design for small/ medium scale problem.  

 To evaluate the appropriate life cycle model for the system under consideration.  

 To apply the various tools and patterns while developing software  

 Testing the software against usability, deployment, maintenance. 
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VIVEKANANDHA COLLEGE OF ENGINEERING FOR WOMEN 

(Autonomous Institution Affiliated to Anna University, Chennai) 

Elayampalayam, Tiruchengode – 637 205 
 

Programme M.E. Programme code 201 Regulation 2015 

Department COMPUTER SCIENCE AND ENGINEERING Semester II 

Course code Course name Periods per week Credit Maximum Marks 

P15CS208 
Security Principles and Practices  L T P C CA ESE Total 

3 0 0 3 50 50 100 

Course 

Objective 

 

 To understand the mathematical foundations of security principles  

 To appreciate the different aspects of encryption techniques  

 To understand the role played by authentication in security  

 To appreciate the current trends security practices  

Unit - I INTRODUCTION AND MATHEMATICAL FOUNDATION Periods 9 

An illustrative communication game – safeguard versus attack – Probability and Information Theory - 

Algebraic foundations – Number theory. 

Unit - II ENCRYPTION – SYMMETRIC TECHNIQUES Periods 9 

Substitution Ciphers – Transposition Ciphers – Classical Ciphers – DES – AES – Confidentiality Modes of 

Operation – Key Channel Establishment for symmetric cryptosystems. 

Unit - III 
ENCRYPTION – ASYMMETRIC TECHNIQUES AND DATA 

TECHNIQUES Periods 9 

Diffie-Hellman Key Exchange protocol – Discrete logarithm problem – RSA cryptosystems & cryptanalysis 

– ElGamal cryptosystem – Need for stronger Security Notions for Public key Cryptosystems – Combination 

of Asymmetric and Symmetric Cryptography – Key Channel Establishment for Public key Cryptosystems - 

Data Integrity techniques – Symmetric techniques - Asymmetric techniques 

Unit - IV AUTHENTICATION Periods 9 

Authentication Protocols Principles – Authentication protocols for Internet Security – SSH Remote logic 

protocol – Kerberos Protocol – SSL & TLS – Authentication frame for public key Cryptography – Directory 

Based Authentication framework – Non - Directory Based Public-Key Authentication framework 

Unit - V SECURITY PRACTICES Periods 9 

Protecting Programs and Data – Information and the Law – Rights of Employees and Employers – Software 

Failures – Computer Crime – Privacy – Ethical Issues in Computer Security 

Total Periods 45 

REFERENCES: 

1.  William Stallings, ―Crpyptography and Network security: Principles and Practices‖, 
Pearson/PHI, 5th Edition, 2010.  

2.  Behrouz A. Forouzan, ―Cryptography and Network Security‖, 2nd Edition, Tata McGraw 
Hill Education, 2010.  

3.  Wade Trappe, Lawrence C Washington, ―Introduction to Cryptography with coding theory‖, 
2nd Edition, Pearson, 2007.  

4.  Douglas R. Stinson,―Cryptography Theory and Practice‖, 3rd Edition,Chapman &Hall/CRC, 
2006.  

5.  W. Mao, ―Modern Cryptography– Theory and Practice‖, Pearson Education, 2nd Edition, 
2007.  

6.  Charles P. Pfleeger, Shari Lawrence Pfleeger, ―Security in computing‖, 3rd Edition, Prentice 
Hall of India, 2006.  

7.  Wenbo Mao, ―Modern Cryptography – Theory and Practice‖, Pearson Education, 2006.  

8.  Charlie Kaufman, Radia Perlman and Mike Speciner, ―Network Security Private 
Communication in a Public World‖, PHI, Second Edition, 2012. 

Course 

Outcome 

 Use the mathematical foundations in security principles  

 Identify the features of encryption and authentication  
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VIVEKANANDHA COLLEGE OF ENGINEERING FOR WOMEN 

(Autonomous Institution Affiliated to Anna University ,Chennai) 

Elayampalayam, Tiruchengode – 637 205  

Programme M.E. Programme code 201 Regulation 2015 

Department COMPUTER SCIENCE AND ENGINEERING Semester II 

Course code Course Name 
Periods Per Week Credit Maximum Marks 

L T P C CA ESE Total 

P15CS209 
Research Methodology and Data 

Analysis 
3 0 0 3 50 50 100 

 

Course 

Objective 

 

 To understand the importance of Research 

 To acquire knowledge in Data Collection and  Analysis of Data 

 To effectively write reports 

Unit - I INTRODUCTION TO RESEARCH Periods  7 

Nature- scope- and design of social research; Review of literature: qualitative (literary)- quantitative (meta-

analysis) 

Unit - II HYPOTHESIS Periods  9 

Hypothesis: sources- types and characteristics; Sample survey: sample and census survey- probability- non-

probability and mixed sampling;  

Unit - III DATA COLLECTION Periods  11 

Methods of data collection: historical method- case study- observation- ethnographic methods- interview- 

questionnaire- focus group discussion- participatory rural appraisal- experimental method- pre-testing- and 

pilot survey; Scaling techniques different scales- item analysis- reliability- validity; Method of secondary data 

collection: sources- sample criteria- characteristics;  

Unit - IV DATA ANALYSIS Periods          9 

Data analysis: descriptive statistics- mean difference test- analysis of variance and experimental design; 

Bivariate and multivariate correlation and regression; Factor analysis- Cluster analysis- Discriminant analysis- 

Structural equation modelling- non-parametric statistics- Content analysis 

Unit - V REPORT WRITING Periods  9 

Report writing: review- qualitative- and empirical article writing. 

Total Periods 45 

REFERENCES: 

      1. C.M.Chaudhary, Research Methodology, RBSA Publishers, Jaipur, India 2009. 

      2. R.Paneerselvam, Research Methodology, PHI Learning Pvt Ltd.,New Delhi 2009. 

Course 

Outcome 

 Able to formulate researchable questions 

 Able to define a research strategy and design a research project to answer a research 

question 

 Able to discuss the practice and principles of qualitative and quantitative social 

research 
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VIVEKANANDHA COLLEGE OF ENGINEERING FOR WOMEN 

(Autonomous Institution Affiliated to Anna University, Chennai) 

Elayampalayam, Tiruchengode – 637 205 
 

Programme M.E. Programme code 201 Regulation 2015 

Department COMPUTER SCIENCE AND ENGINEERING Semester II 

Course code Course name 
Periods per week Credit Maximum Marks 

L T P C CA ESE Total 

P15CS210 Software Development Laboratory 0 0 4 2 50 50 100 

Course 

Objective 

 Understand the architecture and applications current network technologies 

 Learn to simulate and analyze various medium access technologies  

 Learn to design and analyze network layer routing protocols 

 Learn to analyze the WSN energy model. 

SUGGESTED LIST OF EXPERIMENTS 

 

Analysis, Design and Implementation of Software system involving an application domain. 

Sample systems are:  

1. Core Banking 

2. Health Care System  

3. e-learning.  

4. e-Commerce. 

5. Enterprise Resource Planning Modules 

6. Management Information System  

TOTAL: 45 PERIODS 

Course 

Outcome 

• Able to learn and understand fundamentals object oriented programming using core java 

• Able to learn and understand basics of web programming 

• Able to Identify and analyze client needs for the GUI development 

• Able to learn and understand client side programming of a small project 
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VIVEKANANDHA COLLEGE OF ENGINEERING FOR WOMEN 

(Autonomous Institution Affiliated to Anna University, Chennai) 

Elayampalayam, Tiruchengode – 637 205 
 

Programme M.E. Programme code 201 Regulation 2015 

Department COMPUTER SCIENCE AND ENGINEERING Semester - 

Course Code Course name Periods per week Credit Maximum Marks 

P15CSE01 
Cloud Computing L T P C CA ESE Total 

3 0 0 3 50 50 100 

Course 

Objective 

 

 To understand the concept of cloud and utility computing.  
 To understand the various issues in cloud computing.  
 To familiarize themselves with the state of the art in cloud.  
  To appreciate the emergence of cloud as the next generation computing paradigm.  
 To be able to set up a private cloud. 

Unit - I INTRODUCTION Periods 9 

Evolution of Cloud Computing –System Models for Distributed and Cloud Computing – NIST Cloud 

Computing Reference Architecture -IaaS – On-demand Provisioning – Elasticity in Cloud – E.g. of IaaS 

Providers - PaaS – E.g. of PaaS Providers - SaaS – E.g. of SaaS Providers – Public , Private and Hybrid 

Clouds. 

Unit - II VIRTUALIZATION Periods 9 

Basics of Virtualization - Types of Virtualization - Implementation Levels of Virtualization - Virtualization 

Structures - Tools and Mechanisms - Virtualization of CPU, Memory, I/O Devices - Desktop Virtualization – 

Server Virtualization 

Unit - III CLOUD INFRASTRUCTURE Periods 9 

Architectural Design of Compute and Storage Clouds – Layered Cloud Architecture Development – Design 

Challenges - Inter Cloud Resource Management – Resource Provisioning and Platform Deployment – Global 

Exchange of Cloud Resources. 

Unit - IV PROGRAMMING MODEL Periods 9 

Parallel and Distributed Programming Paradigms – Map Reduce , Twister and Iterative MapReduce – Hadoop 

Library from Apache – Mapping Applications - Programming Support - Google App Engine, Amazon AWS - 

Cloud Software Environments -Eucalyptus, Open Nebula, Open Stack. 

Unit - V SECURITY IN THE CLOUD Periods 9 

Security Overview – Cloud Security Challenges – Software-as-a-Service Security – Security Governance – 

Risk Management – Security Monitoring – Security Architecture Design – Data Security – Application 

Security – Virtual Machine Security 

Total Periods 45 

REFERENCES: 

1.  
Kai Hwang, Geoffrey C Fox, Jack G Dongarra, ―Distributed and Cloud Computing, From 

Parallel Processing to the Internet of Things‖, Morgan Kaufmann Publishers, 2012.  

2.  
John W.Rittinghouse and James F.Ransome, ―Cloud Computing: Implementation, 

Management, and Security‖, CRC Press, 2010.  

3.  
Toby Velte, Anthony Velte, Robert Elsenpeter, ―Cloud Computing, A Practical Approach‖, 

TMH, 2009.  

4.  
George Reese, ―Cloud Application Architectures: Building Applications and Infrastructure in 

the Cloud‖ O'Reilly, 2009.  

5.  
James E. Smith, Ravi Nair, ―Virtual Machines: Versatile Platforms for Systems and 

Processes‖, Elsevier/Morgan Kaufmann, 2005.  

6.  
Katarina Stanoevska-Slabeva, Thomas Wozniak, Santi Ristol, ―Grid and Cloud Computing – 

A Business Perspective on Technology and Applications‖, Springer, 2010.  

Course 

Outcome 

 Articulate the main concepts, key technologies, strengths and limitations of cloud computing  

 Identify the architecture, infrastructure and delivery models of cloud computing  

 Explain the core issues of cloud computing such as security, privacy and interoperability 
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VIVEKANANDHA COLLEGE OF ENGINEERING FOR WOMEN 

(Autonomous Institution Affiliated to Anna University, Chennai) 

Elayampalayam, Tiruchengode – 637 205 
 

Programme M.E. Programme code 201 Regulation 2015 

Department COMPUTER SCIENCE AND ENGINEERING Semester - 

Course Code Course name Periods per week Credit Maximum Marks 

P15CSE02 
Multimedia Systems L T P C CA ESE Total 

3 0 0 3 50 50 100 

Course 

Objective 

 

  To describe the ways in which multimedia information is captured, processed, 

and rendered. 

  To introduce multimedia quality of service (QoS) and to compare subjective and 

objective methods of assessing user satisfaction, 

 To discuss the ways in which multimedia data is transmitted across networks, and 

to discuss privacy and copyright issues in the context of multimedia. 

Unit - I  INTRODUCTION Periods 9 

An overview of multimedia system – media streams- Fourier Transform- Audio Basics.  

Unit - II REPRESENTATION AND COMPRESSION TECHNIQUES Periods 9 

Source representation and compression techniques text, speech and audio, still image and video – Graphics 

and animation. 

Unit - III MULTI-MODAL AND MULTIMEDIA COMMUNICATION Periods 9 

Multi-modal communication –Multimedia communication, video conferencing, video-on-demand 

broadcasting issues, traffic shaping and networking support.  

Unit - IV IP-BASED TRANSPORT Periods 9 

Networked multimedia applications- Streaming Media with TCP-Streaming Media with UDP Real-time 

Transport Protocol (RTP)-RTP header compression-Application-level adaptation-FEC and redundant coding. 

Unit - V SYNCHRONIZATION AND QoS Periods 9 

Multimedia servers, databases and content management – Multimedia information system and applications. 

Total Periods 45 

REFERENCES: 

1.  Ralf Steinmetz and Klara Nahrstedt, Multimedia Systems, Springer. 

2.  J. D. Gibson, Multimedia Communications: Directions and Innovations, Springer. 

3.  K. Sayood, Introduction to Data Compression, Morgan-Kaufmann. 

4.  A. Puri and T. Chen, Multimedia Systems, Standards, and Networks, Marcel Dekker.  

5.  Iain E.G. Richardson, H.264 and MPEG-4 Video Compression, John Wiley.  

6.  Borivoje Furht, Handbook of Multimedia Computing, CRC Press. 

Course 

Outcome 

  Describe different realizations of multimedia tools and the way in which they are used. 

 Analyze the structure of the tools in the light of low-level constraints imposed by the 

adoption of various QoS schemes (ie bottom up approach). 

 Analyze the effects of scale and use on both presentation and lower-level requirements. 

 State the properties of different media streams; compare and contrast different network 

protocols and to describe mechanisms for providing QoS guarantees in the network. 

 

http://www0.cs.ucl.ac.uk/teaching/GZ05/01-intro.pdf
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VIVEKANANDHA COLLEGE OF ENGINEERING FOR WOMEN 

(Autonomous Institution Affiliated to Anna University, Chennai) 

Elayampalayam, Tiruchengode – 637 205 
 

Programme M.E. Programme code 201 Regulation 2015 

Department COMPUTER SCIENCE AND ENGINEERING Semester - 

Course Code Course name Periods per week Credit Maximum Marks 

P15CSE03 
Theory  of  Programming Languages L T P C CA ESE Total 

3 0 0 3 50 50 100 

Course 

Objective 

 

 To understand the specification and design issues in programming languages  
 To understand the implementation issues of programming languages 
 To implement a compiler for a small programming language. 

Unit - I DATA ABSTRACTION AND OBJECT ORIENTATION Periods 9 

Object-Oriented Programming- Encapsulation and Inheritance- Initialization and Finalization- Dynamic 

Method Binding- Multiple Inheritance- Object-Oriented Programming Revisited 

Unit - II FUNCTIONAL LANGUAGES Periods 9 

Historical Origins- Functional Programming Concepts- A Review/Overview of Scheme- Evaluation Order 

Revisited- Higher-Order Functions- Theoretical Foundations 

Unit - III LOGIC LANGUAGES Periods 9 

Logic Programming Concepts – Prolog- Theoretical Foundations - Logic Programming in Perspective. 

Unit - IV CONCURRENT LANGUAGES & SCRIPTING LANGUAGES Periods 9 

Concurrency: Background and Motivation - Concurrent Programming Fundamentals - Implementing 

Synchronization - Language-Level Mechanisms Scripting Languages: Problem Domains - Scripting the 

World Wide Web- Innovative Features. 

Unit - V RUN-TIME  MANAGEMENT & CODE IMPROVEMENT   Periods 9 

Virtual Machines- Late Binding of Machine Code- Inspection/Introspection- Phases of Code Improvement- 

Redundancy Elimination in Basic Blocks- Global Redundancy and Data Flow Analysis- Loop Improvement - 

Instruction Scheduling - Instruction Scheduling. 

Total Periods 45 

REFERENCES: 

1.  Michael L,‖ Programming Language Pragmatics‖ Elsevier, Third edition, 2009 

2.  
Ken Slonneger and Barry Kurtz ―Syntax and Semantics of Programming Languages‖, third 

edition, 1995 

3.  
Scott Glynn Winskel, A Formal Semantics of Programming Languages: An Introduction, MIT 

Press. 

4.  John C.Mitchell,‖Foundations for Programming Languages, MIT Press. 

5.  Benjamin C.Pierce, Types and Programming Languages, MIT Press. 

Course 

Outcome 

 

 Able to identify the issues in programming language design. 

 Able to understand the different programming language design concepts. 

 Able to design the compiler foe simple programming languages. 
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VIVEKANANDHA COLLEGE OF ENGINEERING FOR WOMEN 

(Autonomous Institution Affiliated to Anna University, Chennai) 

Elayampalayam, Tiruchengode – 637 205  

Programme M.E. Programme code 201 Regulation 2015 

Department COMPUTER SCIENCE AND ENGINEERING Semester - 

Course code Course name 
Periods per week Credit Maximum Marks 

L T P C CA ESE Total 

P15CSE04 Mobile Computing 3 0 0 3 50 50 100 

Course 

Objective 

 

 To understand the emerging mobile computing ideas and best practices. 

 To learn the basics of wireless voice and data communication technologies. 

 To study the working principles of wireless LAN and its standards 

 To describe various mobile network architecture. 

Unit – I 
WIRELESS COMMUNICATION 

FUNDAMENTALS 
Periods 9 

Introduction – Wireless transmission – Frequencies for radio transmission – Signals – Antennas – Signal 

Propagation – Multiplexing – Modulations – Spread spectrum – MAC – SDMA – FDMA – TDMA – CDMA. 

Unit - II WIRELESS NETWORKS Periods 9 

Wireless LANs and PANs – IEEE 802.11 Standard – Architecture – Services – Network – HiperLAN – 

BlueTooth – Wi-Fi – WiMAX. 

Unit - III MOBILE NETWORKS Periods 9 

Cellular Wireless Networks – GSM – Architecture – Protocols – Connection Establishment – Frequency 

Allocation – Routing – Mobility Management – Security – GPRS. 

Unit - IV ROUTING Periods 9 

Mobile IP – DHCP – AdHoc – Proactive and Reactive Routing Protocols – Multicast Routing - Tunneling 

and encapsulation – IP-in-IP Encapsulation – Minimal encapsulation – Generic Routing Encapsulation – 

Reverse Tunneling – Alternative matrix. 

Unit – V TRANSPORT AND APPLICATION LAYERS Periods 9 

Mobile TCP – WAP – Architecture – WWW Programming Model – WDP – WTLS –WTP – WSP – WAE – 

WTA Architecture – WML – WML Scripts. 

Total Periods 45 

REFERENCES: 

1.  
Uwe Hansmann, Lothar Merk, Martin S. Nicklons and Thomas Stober, ―Principles of Mobile 

Computing‖, Springer, 2003 

2.  Jochen Schiller, ―Mobile Communications‖, Second Edition, Pearson Education, 2003 

3.  William Stallings, ―Wireless Communications and Networks‖, Pearson Education, 2002. 

4.  
Kaveh Pahlavan, Prasanth Krishnamoorthy, ―Principles of Wireless Networks‖, First Edition, 

Pearson Education, 2003 

5.  
Introduction to Wirless and Mobile Systems by Agrawal and Zeng, Brooks/Cole (Thomson 

Learning, First Edition, 2002. 

Course 

Outcome 

 Explain the basics of mobile telecommunication system 

  Choose the required functionality at each layer for given application 

  Identify solution for each functionality at each layer 

 Use simulator tools and design Ad hoc networks 
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VIVEKANANDHA COLLEGE OF ENGINEERING FOR WOMEN 

(Autonomous Institution Affiliated to Anna University, Chennai) 

Elayampalayam, Tiruchengode – 637 205  

Programme M.E. Programme code 201 Regulation 2015 

Department COMPUTER SCIENCE AND ENGINEERING Semester - 

Course code Course name 
Periods per week Credit Maximum Marks 

L T P C CA ESE Total 

P15CSE05 
Parallel and Distributed Systems 

Design 
3 0 0 3 50 50 100 

Course 

Objective 

 

 To understand the introductory concepts in the design and implementation of parallel and 

distributed systems. 

 To understand major performance issues for parallel systems and programs;  

 To reiterate hot topics in research on parallel computing. 

Unit – I PROGRAMMING MODELS Periods 8 

Parallel Programming: Low Level Approaches – Threads – Message passing – Issues in scalability and portability – 

Transactional Memory - Parallel Programming: Higher Level Approaches – ZPL – Automatic Parallelization and HPF – 

Chapel – Map Reduce 

Unit – II LOOP PARALLELIZATIONS Periods 10 

Loop transformations, loop parallelizations, Data-Parallel and Data-Flow Systems Connection MachineCM5 - Data-

Flow Models -Parallel Programming Concept dependence and loop parallelization - parallelism profiling Data-Path 

Design Parallel and Pipelined Design - Scheduling Parallel Programs-Optimal Scheduling Algorithms - Scheduling 

Heuristics -Loop Transformation and Scheduling -Parallelizing Serial Programs -Data Dependency Test -Parallelization 

Techniques - Instruction-Level Parallelism 

Unit – III SCHEDULING Periods 9 

Task partitioning - data sharing and task distribution/scheduling - static, dynamic, and speculative tasks - shared 

memory, message passing, check-in/check-out -collaborative real-time editing-version control systems -synchronization 

and communication fundamentals -synchronous, asynchronous scheduling -semantics -data sharing: race, dependence, 

the Bernstein condition -progress: lock and wait freedom - message passing: put/get, send/recv, collectives, Service 

Support, Resource Management, Availability, Reliability, Security, Fault Tolerance, Recovery, Protection, Scaling. 

Unit – IV PROCESS & RESOURCE MANAGEMENT Periods 9 

Process Management: Process Migration: Features, Mechanism - Threads: Models, Issues. Resource Management: 

Introduction- Features of Scheduling Algorithms –Task Assignment Approach – Load Balancing Approach – Load 

Sharing Approach. 

Unit – V SYNCHRONIZATION AND REPLICATION Periods 9 

Introduction - Clocks, events and process states - Synchronizing physical clocks- Logical time and logical clocks - 

Global states – Coordination and Agreement – Introduction - Distributed mutual exclusion – Elections – Transactions 

and Concurrency Control– Transactions -Nested transactions – Locks – Optimistic concurrency control - Timestamp 

ordering – Atomic Commit protocols -Distributed deadlocks – Replication 

Total Periods 45 

REFERENCES: 

1.  
David Culler and Jaswinder Pal Singh, Parallel Computer Architecture, Morgan Kaufmann, 1999, ISBN 1-

55860-343-3.  

2.  
Wilkinson B. & Allen M., Parallel Programming: Techniques & Applications Using Networked 

Workstations, Prentice Hall (2nd Ed), 2005, ISBN: 0131918656. 

3.  Michael L. Scott, ―Programming Language Pragmatics‖, Morgan Kaufmann Publishers, 2000. 

4.  
G. Coulouris, J. Dollimore and T. Kindberg, Distributed Systems: concepts and Design, 4th Edition, 

Addison Wesley, 2005. 

5.  M.L.Liu, ―Distributed Computing Principles and Applications‖, Pearson Addison Wesley, 2004. 

6.  
Nancy A. Lynch, "Distributed Algorithms", The Morgan Kaufmann Series in Data Management System, 

Morgan Kaufmann Publishers, 2000. 

Course 

Outcome 

 Able to understand the principles of parallel and distributed systems. 

 Able to understand the concepts of parallel computing  

 Able to understand the concept of synchronization and consistency models, fault tolerance and reliability. 

 To reiterate hot topics in research on parallel computing. 

 



26 

 

 

VIVEKANANDHA COLLEGE OF ENGINEERING FOR WOMEN 

(Autonomous Institution Affiliated to Anna University, Chennai) 

Elayampalayam, Tiruchengode – 637 205 
 

Programme M.E. Programme code 201 Regulation 2015 

Department COMPUTER SCIENCE AND ENGINEERING Semester - 

Course code Course name 
Periods per week Credit Maximum Marks 

L T P C CA ESE Total 

P15CSE06 Information Security 3 0 0 3 50 50 100 

Course 

Objective 

 

 To make the students to understand the principles of encryption algorithms, 

conventional and public key cryptography. 

 To understand the basics of Information Security 

 To know the legal, ethical and professional issues in Information Security 

 To know the technological aspects of Information Security. 

Unit – I INTRODUCTION Periods 9 

An  Overview  of  Computer  Security,  Access  Control  Matrix,  Policy-Security  policies, Confidentiality 

policies, Integrity policies and Hybrid policies. 

Unit – II CRYPTOSYSTEMS Periods 9 

Cryptography-  Key  management  –  Session  and  Interchange  keys,  Key  exchange  and generation, 

Cryptographic  Key  Infrastructure,  Storing  and Revoking Keys, Digital  Signatures, Cipher Techniques 

Unit – III ACCESS  CONTROL Periods 9 

Systems:  Design Principles, Representing Identity, Access Control Mechanisms, Information Flow and 

Confinement Problem. 

Unit – IV INTRUSION DETECTION Periods 9 

Malicious Logic, Vulnerability Analysis, Auditing and Intrusion Detection   

Unit – V SECURITY ANALYSIS Periods 9 

Network Security, System Security, User Security and Program Security 

Total Periods 45 

REFERENCES: 

1. Matt Bishop ,―Computer Security art and science ‖, Second Edition, Pearson Education 2002. 

2. 
 Mark  Merkow,  James  Breithaupt  ―  Information  Security  :  Principles  and  Practices‖    First 
Edition, Pearson Education, 2005. 

3. Whitman, ―Principles of Information Security‖, Second Edition, Pearson Education, 2007. 

4. 
William  Stallings,  ―Cryptography  and  Network  Security:  Principles  and  Practices‖,  Third 
Edition, Pearson Education,2003. 

5. ―Security in Computing‖, Charles P.Pfleeger and Shari Lawrence Pfleeger, Third Edition, 2002. 

Course 

Outcome 

 

 

 Clarify the legal, ethical and professional issues in Information Security 

 Manage risk in information security 

 



27 

 

 

VIVEKANANDHA COLLEGE OF ENGINEERING FOR WOMEN 

(Autonomous Institution Affiliated to Anna University, Chennai) 

Elayampalayam, Tiruchengode – 637 205  

Programme M.E. Programme code 201 Regulation 2015 

Department COMPUTER SCIENCE AND ENGINEERING Semester - 

Course 

code 
Course name 

Periods per week Credit Maximum Marks 

L T P C CA ESE Total 

P15CSE07 Advances in Compiler Construction 3 0 0 3 50 50 100 

Course 

Objective 

 To teach students the principles involved in compiler design.  

 It will cover all the basic components of a compiler but not the advanced material on 

optimizations and machine code generation.  

Unit - I OVERVIEW OF COMPILER Periods 9 

Definition of programming language – Lexical and syntactic structure of a language –Elements of a format 

language grammar – Derivation, reduction and syntax trees – A ambiguity – context free grammars – 

Capabilities of a context free grammar – Regular expressions-Compiler-Phases of Compiler. 

Unit - II LEXICAL, SYNTAX AND SEMANTIC ANALYSIS Periods 9 

Role of lexical analyzer – Finite automats –Regular expressions to finite automata – Minimizing the number of 

states of DFA – Implementation of a lexical analyzer –Illustrations. Lexical analysis, parsing, semantic 

analysis. 

Unit - III PARSING TECHNIQUES Periods 9 

Parse trees – Left most and right most Parsing techniques- Top down and bottom up parsing – Handles – Shift 

reduce Parse- Recursive descent Parser – Operator precedence and predictive Parse. Automatic Parsing 

techniques: LR grammars – LR Parsing – Canonical –collection of LR (0) items – construction of ACTION 

and GO TO table – Introduction to SLR – canonical and LALR Parsing.  

Unit - IV CODE GENERATION AND OPTIMIZATION Periods 9 

Error recovery and intermediate code generation; Runtime storage management; Code generation Code 

improvement - peephole optimization, dependence analysis and redundancy elimination. Loop optimization, 

procedural and inter-procedural optimization, instruction scheduling, optimization for memory hierarchy. 

Unit - V ADVANCES IN COMPILER Periods 9 

Compilation for high performance architecture; Portability and retarget ability; Selected topics from compilers 

for imperative, object-oriented and mark-up languages, parallel and distributed programming and concurrency. 

Total Periods 45 

REFERENCES: 

1. 
V. Aho, Ravi Sethi, Jeffrey D. Ullman, Compilers: Principles, Techniques and Tools, 

Addison-Wesley.  

2. Michael L. Scott, Programming Language Pragmatics, Elsevier.  

3. Andrew W. Appel, Modern Compiler Implementation in C/Java, Cambridge University Press.  

4. Keith D. Cooper and Linda Torczon, Engineering a Compiler, Elsevier.  

5. Allen I. Holob, Compiler Design in C, Prentice-Hall.  

6. Steven S. Muchnik, Advanced Compiler Design and Implementation, Elsevier.  

7. Randy Allen and Ken Kennedy, Optimizing Compilers for Modern Architectures, Elsevier.  

Course 

Outcome 

 Identify the different optimization techniques that are possible for a sequence of code  

 Design Compilers for a programming language. 
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P15CSE08 Data Mining Techniques 3 0 0 3 50 50 100 

Course 

 Objective 

 To Understand Data mining principles and techniques and Introduce DM as a cutting edge business 

intelligence  

 To expose the students to the concepts of Datawarehousing Architecture and Implementation  

 To study the overview of developing areas – Web mining, Text mining and ethical aspects of Data 

mining  

 To identify Business applications and Trends of Data mining  

Unit - I INTRODUCTION TO DATA WAREHOUSING Periods 9 

Evolution of Decision Support Systems- Data warehousing Components – Building a Data warehouse, Data 

Warehouse and DBMS, Data marts, Metadata, Multidimensional data model, OLAP vs OLTP, OLAP 

operations, Data cubes, Schemas for Multidimensional Database: Stars, Snowflakes and Fact constellations 

Unit - II DATA WAREHOUSE PROCESS AND ARCHITECTURE Periods 9 

Types of OLAP servers,3–Tier data warehouse architecture, distributed and virtual data warehouses.Data 

warehouse implementatio,tuning and testing of data warehouse. Data Staging (ETL) Design and Development, 

data warehouse visualization, Data Warehouse Deployment, Maintenance, Growth, Business Intelligence 

Overview- Data Warehousing and Business Intelligence Trends - Business Applications- tools-SAS 

Unit - III INTRODUCTION TO DATA MINING Periods 9 

Data mining-KDD versus datamining, Stages of the Data Mining Process-task premitives, Data Mining 

Techniques -Data mining knowledge representation – Data mining query languages, Integration of a Data 

Mining System with a Data Warehouse – Issues, Data preprocessing – Data cleaning, Data transformation, 

Feature selection, Dimensionality reduction, Discretization and generating concept hierarchies-Mining 

frequent patterns- association-correlation 

Unit - IV CLASSIFICATION AND CLUSTERING Periods 9 

Decision Tree Induction - Bayesian Classification – Rule Based Classification – Classification by Back 

propagation – Support Vector Machines – Associative Classification – Lazy Learners – Other Classification 

Methods – Clustering techniques – , Partitioning methods- k-means- Hierarchical Methods – distance based 

agglomerative and divisible clustering, Density-Based Methods – expectation maximization -Grid Based 

Methods – Model-Based Clustering Methods – Constraint – Based Cluster Analysis – Outlier Analysis 

Unit - V 
PREDICTIVE MODELING OF BIG DATA AND TRENDS IN 

DATAMINING 
Periods 9 

Statistics and Data Analysis – EDA – Small and Big Data –Logistic Regression Model - Ordinary Regression 

Model-Mining complex data objects – Spatial databases – Temporal databases – Multimedia databases – Time 

series and sequence data – Text mining – Web mining – Applications in Data mining 

Total Periods 45 

REFERENCES: 

1. 
Jiawei Han and Micheline Kamber, Data Mining: Concepts and Techniques, Morgan Kaufmann 

Publishers, third edition2011, ISBN: 1558604898.  

2. 
Alex Berson and Stephen J. Smith, ― Data Warehousing, Data Mining & OLAP‖, Tata McGraw Hill 

Edition, Tenth Reprint 2007.  

3. 
G. K. Gupta, ―Introduction to Data Min Data Mining with Case Studies‖, Easter Economy Edition, 

Prentice Hall of India, 2006  

4. 
Data Mining:Practical Machine Learning Tools and Techniques,Third edition,(Then Morgan Kufmann 

series in Data Management systems), Ian.H.Witten, Eibe Frank and Mark.A.Hall, 2011  

5. 
Statistical and Machine learning –Learning Data Mining, techniques for better Predictive Modeling and 

Analysis to Big Data   

6. Mehmed kantardzic,―Datamining concepts,models,methods, and algorithms‖, Wiley Interscience, 2003.  

Course 

Outcome 

 Evolve Multidimensional Intelligent model from typical system  
 Discover the knowledge imbibed in the high dimensional system  
 Evaluate various mining techniques on complex data objects  



29 

 

 

VIVEKANANDHA COLLEGE OF ENGINEERING FOR WOMEN 

(Autonomous Institution Affiliated to Anna University, Chennai) 

Elayampalayam, Tiruchengode – 637 205 
 

Programme M.E. Programme code 201 Regulation 2015 

Department COMPUTER SCIENCE AND ENGINEERING Semester - 

Course code Course name 
Periods per week Credit Maximum Marks 

L T P C CA ESE Total 

P15CSE09  
Advances  in Operating  Systems 

Design  
3 0 0 3 50 50 100 

Course 

Objective 

 

 To cover general issues of design and implementation of advanced modern operating 

systems. 

 To focus is on issues that are critical to the applications of distributed systems and computer 

networks, which include inter-process communication, distributed processing, and sharing 

and replication of data and files. 

 Approximately two-thirds of the course will be devoted to basic concepts and techniques, 

and the remaining third will be on assorted current topics in modern operating systems and 

distributed systems. 

Unit - I DISTRIBUTED OPERATING SYSTEMS Periods 9 

Theory and implementation aspects of distributed operating systems. Process synchronization in 

multiprocessing/multiprogramming systems.  

Unit - II INTER-PROCESS COMMUNICATION Periods 9 

Inter-process communication and co-ordination in large distributed systems. Distributed resource 

management. 

Unit - III FUNDAMENTALS OF REAL TIME SYSTEMS Periods 9 

Fundamentals of real time operating systems. Case studies. Information management in distributed systems: 

security, integrity and concurrency problems. Fault tolerance issues. 

Unit - IV ISSUES Periods 9 

OS issues related to the Internet, intranets, pervasive computing, embedded systems, mobile systems and 

wireless networks. Case studies of contemporary operating systems.  

Unit - V CLOCK SYNCHRONIZATION AND DEADLOCKS Periods 9 

Clock Synchronization, Distributed mutual exclusion and distributed deadlocks, Case studies: DCOM and 

JINI. 

Total Periods 45 

REFERENCES: 

1.  
Mukesh Singhal and N. G. Shivaratri, ―Advanced Concepts in Operating Systems‖, McGraw-

Hill, 2000 

2.  
Abraham  Silberschatz,  Peter  B.  Galvin,  G.  Gagne,  ―Operating  System  Concepts‖,  Sixth 

Edition, Addison Wesley Publishing Co., 2003. 

3.  
Andrew  S.  Tanenbaum,  ―Modern  Operating  Systems‖,  Second  Edition,  Addison Wesley, 

2001. 

Course 

Outcome 

 Able to summarize and lead a discussion of research papers 

 Able to familiar with classic operating systems literature 

 Able to analyze where to look for and where to publish operating system papers 

 Able to find the performance issues. 
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P15CSE10 Computational Number Theory 3 0 0 3 50 50 100 

Course 

Objective 

 

 To understand the basic theorems of integer congruence’s  

 To solve linear Diophantine equations and congruences of various types, and use the 

theory of congruences in applications.  

 To Perform calculations, both by hand and using computer algebra systems, related to 

elementary number theory 

Unit - I ALGORITHMS FOR INTEGER ARITHMETIC Periods 9 

Divisibility, gcd, modular arithmetic, modular exponentiation, Montgomery arithmetic, congruence, 

Chinese remainder theorem, Hensel lifting, orders and primitive roots, quadratic residues, integer and 

modular square roots, prime number theorem, continued fractions and rational approximations. 

Unit - II REPRESENTATION OF FINITE FIELDS Periods 9 

Prime and extension fields, representation of extension fields, polynomial basis, primitive elements, normal 

basis, optimal normal basis, irreducible polynomials.  

Unit - III ALGORITHMS FOR POLYNOMIALS Periods 9 

Root-finding and factorization, Lenstra-Lenstra-Lovasz algorithm, polynomials over finite fields. 

Unit - IV ELLIPTIC CURVES AND ALGORITHMS Periods 9 

The elliptic curve group, elliptic curves over finite fields, Schoof's point counting algorithm. Fermat test, 

Miller-Rabin test, Solovay-Strassen test, AKS test. Trial division, Pollard rho method, p-1 method, CFRAC 

method, quadratic sieve method, elliptic curve method.  

Unit - V 
COMPUTING DISCRETE LOGARITHMS 

OVER FINITE FIELDS 
Periods 9 

Baby-step-giant-step method, Pollard rho method, Pohlig-Hellman method, index calculus methods, linear 

sieve method, and Coppersmith’s algorithm. Algebraic coding theory, cryptography. 

Total Periods 45 

REFERENCES: 

1. Victor Shoup, A Computational Introduction to Number Theory and Algebra, Cambridge 

University Press. second edition, 2008. 

2. Maurice Mignotte, Mathematics for Computer Algebra, Springer-Verlag 

3. Joachim von zur Gathen and Juergen Gerhard, Modern Computer Algebra, Cambridge 

University Press. 

4. Rudolf Lidl and Harald Niederreiter, Introduction to Finite Fields and their Applications, 

Cambridge University Press. 

Course 

Outcome 

 Able to understand the basic theorems of integer congruence’s 

 Able to be aware of the basic ideas of cryptology. 

  Able to Perform calculations, both by hand and using computer algebra systems, 

related to elementary number theory. 
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P15CSE11 Quantum Computing 3 0 0 3 50 50 100 

Course 

Objective 

 To know the specific properties of quantum computing in comparisons with 

randomized computing. 

 To know the basic models of one-way and two-way quantum finite automata as well 

as their computational power and space efficiency in comparison with classical finite 

automata. 

 To learn the method of multiparty secret key generation. 

Unit – I MATHEMATICAL FOUNDATIONS Periods 9 

Quantum mechanical principles — quantum entanglement — reversible computation, qubits, quantum gates and 

registers. 

Unit – II QUANTUM PARALLELISM Periods 9 

Universal gates for quantum computing— quantum parallelism and simple quantum algorithms. 

Unit – III QUANTUM FOURIER TRANSFORMS Periods 9 

Quantum Fourier transforms and its applications, quantum search algorithms. 

Unit – IV QUANTUM AUTOMATA Periods 9 

Elements of quantum automata — quantum complexity theory. 

Unit – V QUANTUM CRYPTOGRAPHY Periods 9 

Introduction to quantum error correcting codes— entanglement assisted communication—elements of quantum 

information theory and quantum cryptography. 

Total Periods 45 

REFERENCES: 

1. M. A. Nielsen and I. L. Chuang, Quantum Computation and Quantum Information, Cambridge 

University Press. 

2. Jozef Gruska, Quantum Computing, McGraw-Hill. 

Course 

Outcome 

 Able to know the elements of classic reversible computing. 

 To have the basic experiments and principles of quantum physics. 

 To have basic quantum cryptographic protocols. 

 The problems related to the security of quantum cryptographic protocol. 
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P15CSE12 Social Network Analysis 3 0 0 3 50 50 100 

Course 

Objective 

 To gain knowledge about the current Web development and emergence of Social Web.  

  To study about the modeling, aggregating and knowledge representation of Semantic Web.  

 To learn about the extraction and mining tools for Social networks.  

  To gain knowledge on Web personalization and Web Visualization of Social networks  

Unit - I INTRODUCTION TO SOCIAL NETWORK ANALYSIS Periods 9 

Introduction to Web - Limitations of current Web – Development of Semantic Web – Emergence of the Social Web - 

Network analysis - Development of Social Network Analysis - Key concepts and measures in network analysis - Electronic 

sources for network analysis - Electronic discussion networks, Blogs and online communities, Web-based networks - 

Applications of Social Network Analysis. 

Unit - II 
MODELLING, AGGREGATING AND KNOWLEDGE 

REPRESENTATION 
Periods 9 

Ontology and their role in the Semantic Web - Ontology-based Knowledge Representation - Ontology languages for the 

Semantic Web – RDF and OWL - Modelling and aggregating social network data - State-of-the-art in network data 

representation, Ontological representation of social individuals, Ontological representation of social relationships, 

Aggregating and reasoning with social network data, Advanced Representations. 

Unit – III 
EXTRACTION AND MINING COMMUNITITES IN WEB SOCIAL 

NETWROKS 
Periods 9 

Extracting evolution of Web Community from a Series of Web Archive - Detecting Communities in Social Networks - 

Definition of Community - Evaluating Communities - Methods for Community Detection & Mining - Applications of 

Community Mining Algorithms - Tools for Detecting Communities Social Network Infrastructures and Communities - 

Decentralized Online Social Networks- Multi-Relational Characterization of Dynamic Social Network Communities. 

Unit - IV PREDICTING HUMAN BEHAVIOR AND PRIVACY ISSUES Periods 9 

Understanding and Predicting Human Behaviour for Social Communities - User Data Management, Inference and 

Distribution - Enabling New Human Experiences - Reality Mining - Context-Awareness - Privacy in Online Social 

Networks - Trust in Online Environment - Trust Models Based on Subjective Logic - Trust Network Analysis - Trust 

Transitivity Analysis - Combining Trust and Reputation - Trust Derivation Based on Trust Comparisons - Attack Spectrum 

and Countermeasures 

Unit - V VISUALIZATION AND APPLICATIONS OF SOCIAL NETWORKS Periods 9 

Graph Theory- Centrality- Clustering - Node-Edge Diagrams, Matrix representation, Visualizing Online Social Networks, 

Visualizing Social Networks with Matrix-Based Representations- Matrix + Node-Link Diagrams, Hybrid Representations - 

Applications - Covert Networks - Community Welfare - Collaboration Networks - Co-Citation Networks. 

Total Periods 45 

REFERENCES: 

1.  Peter Mika, ―Social networks and the Semantic Web‖, Springer, 1st edition 2007.  

2.  Borko Furht, ―Handbook of Social Network Technologies and Applications‖, Springer, 1st edition, 2010.  

3.  
Guandong Xu , Yanchun Zhang and Lin Li, ―Web Mining and Social Networking  

Techniques and applications‖, Springer, 1st edition, 2011. 

4.  
Dion Goh and Schubert Foo, ―Social information retrieval systems: emerging technologies and applications 

for searching the Web effectively‖, IGI Global snippet, 2008.  

5.  
Max Chevalier, Christine Julien and Chantal Soulé-Dupuy, ―Collaborative and social information retrieval 

and access: techniques for improved user modelling‖, IGI Global snippet, 2009. 

6.  John G. Breslin, Alexandre Passant and Stefan Decker, ―The Social Semantic Web‖, Springer, 2009.  

Course 

Outcome 

 To apply knowledge for current Web development in the era of Social Web.  

 To model, aggregate and represent knowledge for Semantic Web.  

 To design extraction and mining tools for Social networks.  

 To develop personalized web sites and visualization for Social networks. 
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P15CSE13 Digital Image Processing 3 0 0 3 50 50 100 

Course 

Objective 

 To understand the basic concepts of digital image processing and various image transforms.  

 To familiarize the student with the image processing facilities in Matlab.  

 To expose the student to a broad range of image processing techniques and their applications, and to 

provide the student with practical experience using them.  

 To appreciate the use of current technologies those are specific to image processing systems.  

 To expose the students to real-world applications of image processing.  

Unit - I 
FUNDAMENTALS OF IMAGE PROCESSING AND IMAGE 

TRANSFORMS 
Periods 9 

Introduction – Steps in Digital Image Processing – Image sampling and Quantization – Basic relationships between pixels – 

Color Fundamentals – File Formats – Image Transforms: DFT, DCT, Haar, SVD and KL- Introduction to Matlab Toolbox. 

Unit - II IMAGE ENHANCEMENT AND IMAGE RESTORATION Periods 9 

Image Enhancement in the Spatial Domain: Basic Gray Level Transformations, Histogram Processing, Enhancement Using 

Arithmetic/Logic Operations, SpatialFiltering , Fuzzy sets for spatial filters – Image Enhancement in the Frequency 

Domain: Frequency Domain Filters - Image Restoration: Model of Image Degradation/Restoration Process, Noise Models, 

Linear and non linear image restoration techniques, Blind Deconvolution 

Unit - III 
MULTI RESOLUTION ANALYSIS AND IMAGE 

COMPRESSION 
Periods 9 

Multi Resolution Analysis: Image Pyramids – Multi resolution expansion – Fast Wavelet Transforms, Lifting scheme. 

Image Compression: Fundamentals – Models – Elements of Information Theory – Error Free Compression – Lossy 

Compression-wavelet based image compression techniques – Compression standards-JPEG/MPEG, Video compression. 

Unit - IV IMAGE SEGMENTATION AND DESCRIPTION Periods 9 

Image Segmentation: Detection of Discontinuities, Edge Linking and Boundary Detection, Thresholding, Region Based 

Segmentation, Basic Morphological Algorithms, Morphological Water Sheds - Description: Boundary Descriptors, 

Regional Descriptors. 

Unit - V 
CURRENT TRENDS AND APPLICATIONS OF IMAGE 

PROCESSING 
Periods 9 

Applications: Image Classification, Object Recognition, Image Fusion, Steganography – Current Trends: Color Image 

Processing, Wavelets in Image Processing. 

Total Periods 45 

REFERENCES: 

1.  Rafael C.Gonzalez and Richard E.Woods, ―Digital Image Processing‖, Pearson Education, Third Edition, 

2008. 

2.  S. Sridhar, ―Digital Image Processing‖, Oxford University Press, 2011. 

3.  Milan Sonka, Vaclav Hlavac and Roger Boyle, ―Image Processing, Analysis and Machine Vision‖, Second 

Edition, Thomson Learning, 2001. 

4.  Anil K.Jain, ―Fundamentals of Digital Image Processing‖, PHI, 2006. 

5.  Sanjit K. Mitra, & Giovanni L. Sicuranza, ―Non Linear Image Processing‖, Elsevier, 2007. 

6.  Rafael C.Gonzalez, Richard E.Woods, and Eddins, ―Digital Image Processing Using MATLAB‖, Tata 

McGraw-Hill, Second Edition, 2009. 

Course 

Outcome 

 Should have a clear impression of the breadth and practical scope of digital image processing and have 

arrived at a level of understanding that is the foundation for most of the work currently underway in this 

field.  

 Implement basic image processing algorithms using MATLAB tools  

 Explore advanced topics of Digital Image Processing.4  

 Ability to Apply and develop new techniques in the areas of image enhancement- restoration- 

segmentation- compression-wavelet processing and image morphology.  

 Make a positive professional contribution in the field of Digital Image Processing.  
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P15CSE14 Video Analytics  3 0 0 3 50 50 100 

Course 

Objective 

 

 To know the fundamental concepts of big data and analytics  

 To learn various techniques for mining data streams  

 To acquire the knowledge of extracting information from surveillance videos  

 To learn Event Modeling for different applications  

 To understand the models used for recognition of objects in videos  

Unit - I INTRODUCTION TO BIG DATA & DATA ANALYSIS Periods 9 

Introduction to Big Data Platform – Challenges of Conventional systems – Web data- Evolution of Analytic 

scalability- analytic processes and tools- Analysis Vs Reporting- Modern data analytic tools- Data Analysis: 

Regression Modeling- Bayesian Modeling- Rule induction  

Unit - II MINING DATA STREAMS  Periods 9 

Introduction to Stream concepts- Stream data model and architecture – Stream Computing- Sampling data in 

a Stream- Filtering Streams- Counting distinct elements in a Stream- Estimating moments- Counting oneness 

in a window- Decaying window- Real time Analytics platform(RTAP) applications- case studies  

Unit - III VIDEO ANALYTICS  Periods 9 

Introduction- Video Basics - Fundamentals for Video Surveillance- Scene Artifacts- Object Detection and 

Tracking: Adaptive Background Modelling and Subtraction- Pedestrian Detection and Tracking-Vehicle 

Detection and Tracking- Articulated Human Motion Tracking in Low-Dimensional Latent Spaces 57  

Unit - IV 
BEHAVIOURAL ANALYSIS & ACTIVITY 

RECOGNITION Periods 9 

Event Modelling - Behavioural Analysis- Human Activity Recognition-Complex Activity Recognition- 

Activity Modelling using 3D shape, Video summarization, shape based activity models- Suspicious Activity 

Detection  

Unit - V HUMAN FACE RECOGNITION & GAIT ANALYSIS  Periods 9 

Introduction - Overview of Recognition algorithms – Human Recognition using Face - Face Recognition 

from still images - Face Recognition from video - Evaluation of Face Recognition Technologies - Human 

Recognition using gait - HMM Framework for Gait Recognition - View Invariant Gait Recognition - Role of 

Shape and Dynamics in Gait Recognition  
Total Periods 45 

REFERENCES: 

1.  Michael Berthold, David J.Hand, ―Intelligent Data Analysis‖, Springer, 2007.  

2.  Anand Rajaraman and Jeffrey David Ullman, ―Mining of Massive Datasets‖, Cambridge 

University Press, 2012.  

3.  Yunqian Ma, Gang Qian, ―Intelligent Video Surveillance: Systems and Technology‖, CRC Press 

(Taylor and Francis Group), 2009.  

4.  Rama Chellappa, Amit K.Roy-Chowdhury, Kevin Zhou.S, ―Recognition of Humans and their 

Activities using Video‖, Morgan & Claypool, 2005.  

Course 

Outcome 

Upon completion of this course, the student should be able to  

 Work with big data platform and its analysis techniques  

 Design efficient algorithms for mining the data from large volumes  

 Work with surveillance videos for analytics  

 Design of optimization algorithms for better analysis and recognition of objects  
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P15CSE15 
Software Testing and Quality 

Assurance 
3 0 0 3 50 50 100 

Course 

Objective 

 

 To Understand quality management processes 

 To Demonstrate the ability to apply multiple methods to develop reliability 

estimates for a software system. 

Unit – I 
FUNDAMENTALS OF SOFTWARE QUALITY 

ASSURANCE 
Periods 9 

Ethical Basis for Software Quality – Total Quality Management Principles – Software Processes and 

Methodologies. 

Unit – II QUALITY STANDARDS Periods 9 

Quality Standards – Practices and Conventions – Software Configuration Management – Reviews and Audits 

–Enterprise Resource Planning Software. 

Unit – III QUALITY METRIC SYSTEM Periods 9 

Measurement Theory – Software Quality Metrics – Designing Software Measurement Programs – 

Complexity Metrics and Models – Organizational Learning – Improving Quality with Methodologies – 

Structured/Information Engineering. 

Unit – IV SOFTWARE TESTING – INTRODUCTION Periods 9 

Testing as an Engineering Activity – Role of Process in Software Quality – Testing as a Process – Basic 

Definitions, Software Testing Principles – The Tester’s Role in a Software Development Organization – 

Origins of Defects – Defect Classes – The Defect Repository and Test Design – Defect Examples – 

Developer/Tester Support for Developing a Defect Repository. 

Unit – V TESTING ISSUES Periods 9 

Introduction to Testing Design Strategies – The Smarter Tester –Test Case Design Strategies – Using Black 

Box Approach to Test Case Design – Random Testing – Equivalence Class Partitioning – Boundary Value 

Analysis – Other Black-box Test Design Approaches – Black-box testing and COTS – Using White-Box 

Approach to Test design – Test Adequacy Criteria – Coverage and Control Flow Graphs – Covering Code 

Logic – Paths – White-box Based Test Design – Additional White Box Test Design Approaches – Evaluating 

Test Adequacy Criteria. 

Total Periods 45 

REFERENCES: 

1. Schulmeyer, G. Gordon, James McManus, ―Handbook of Software Quality Assurance‖, 
Third Edition, Van Nostrand Reinhold, 1998. 

2. Edward Kit, ―Software Testing in the Real World – Improving the Process‖, Pearson 
Education, 2004. 

3. William E.Perry , ―Effective methods for Software Testing‖, Second Edition, Wiley, 2000. 

Course 

Outcome 

 Able to understand the credible research resources verified through methodological 

software engineering research processes. 

 Able to have an experience in conducting a software engineering research projects. 
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P15CSE16 Internet of Things 3 0 0 3 50 50 100 

Course 

Objective 

 

 To understand the basics of Internet of Things  
  To get an idea of some of the application areas where Internet of Things can be applied  
 To understand the middleware for Internet of Things  
  To understand the concepts of Web of Things  
 To understand the concepts of Cloud of Things with emphasis on Mobile cloud 

computing  
  To understand the IOT protocols  

Unit – I INTRODUCTION Periods 9 

Definitions and Functional Requirements –Motivation – Architecture - Web 3.0 View of IoT– Ubiquitous IoT 

Applications – Four Pillars of IoT – DNA of IoT - The Toolkit Approach for End-user Participation in the 

Internet of Things. Middleware for IoT: Overview – Communication middleware for IoT –IoT Information 

Security. 

Unit – II IOT PROTOCOLS Periods 9 

Protocol Standardization for IoT – Efforts – M2M and WSN Protocols – SCADA and RFID Protocols – 

Issues with IoT Standardization – Unified Data Standards – Protocols – IEEE 802.15.4 – BACNet Protocol – 

Modbus – KNX – Zigbee Architecture – Network layer – APS layer – Security. 

Unit – III WEB OF THINGS Periods 9 

Web of Things versus Internet of Things – Two Pillars of the Web – Architecture Standardization for WoT– 

Platform Middleware for WoT – Unified Multitier WoT Architecture – WoT Portals and Business 

Intelligence. Cloud of Things: Grid/SOA and Cloud Computing – Cloud Middleware – Cloud Standards – 

Cloud Providers and Systems – Mobile Cloud Computing – The Cloud of Things Architecture 

Unit – IV INTEGRATED Periods 9 

Integrated Billing Solutions in the Internet of Things Business Models for the Internet of Things - Network 

Dynamics: Population Models – Information Cascades - Network Effects - Network Dynamics: Structural 

Models - Cascading Behavior in Networks - The Small-World Phenomenon. 

Unit – V APPLICATIONS Periods 9 

The Role of the Internet of Things for Increased Autonomy and Agility in Collaborative Production 

Environments - Resource Management in the Internet of Things: Clustering, Synchronisation and Software 

Agents. Applications - Smart Grid – Electrical Vehicle Charging. 

Total Periods 45 

REFERENCES: 

1.  The Internet of Things in the Cloud: A Middleware Perspective - Honbo Zhou – CRC Press – 
2012  

2.  
Architecting the Internet of Things - Dieter Uckelmann; Mark Harrison; Florian Michahelles-
(Eds.) – Springer – 2011. 

3.  Networks, Crowds, and Markets: Reasoning About a Highly Connected World - David 
Easley and Jon Kleinberg, Cambridge University Press – 2010. 

4.  
The Internet of Things: Applications to the Smart Grid and Building Automation by - Olivier 
Hersent, Omar Elloumi and David Boswarthick - Wiley -2012  

5.  Olivier Hersent, David Boswarthick, Omar Elloumi , ―The Internet of Things – Key 
applications and Protocols‖, Wiley, 2012. 

Course 

Outcome 

 Identify and design the new models for market strategic interaction  
 Design business intelligence and information security for WoB  
 Analyze various protocols for IoT  
 Design a middleware for IoT  
 Analyze and design different models for network dynamics. 
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P15CSE17  Intellectual Property Rights  3 0 0 3 50 50 100 

Course 

Objective 

 

 To understand the difference between intellectual and conventional property  

 To learn how to value intangible assets, taking into account their commercial potential 

and legal status  

 To explore the legal and business issues surrounding marketing of new products 

related to technology  

 Review an intellectual property portfolio and comprehend the extent of their 

protection  

Unit – I INTRODUCTION Periods 9 

Intellectual Property Rights and their usefulness for Engineers - Intellectual Property vs. Physical or 

conventional Property- Patents - Usefulness of Patents for Engineers- Practical aspects of filing a Patent in 

India - and Practical aspects of filing a Patent in Abroad  
Unit – II COPY RIGHTS  Periods 9 

Copyright and its usefulness in Engineering -Practical aspects of Copyright Registration and Transfer - 

Design registration - Industrial Design Registration and its usefulness in Engineering - Practical aspects of 

Industrial Design Registration in India and Abroad  
Unit – III TRADE SECRETS AND TRADEMARKS  Periods 9 

Trade Secrets- Importance for Engineers – Trademarks- Importance in Engineering  

Unit – IV AGREEMENTS AND LEGISLATION  Periods 9 

International Agreements and Organizations related to Intellectual Property - Legislations and Policy  
Unit – V DIGITAL PRODUCTS AND LAW  Periods 9 

Digital Innovations and Developments as Knowledge Assets -IP Laws, Cyber laws and Digital Content 

Protection - Case studies - Preparation of a prior art search map-Downloading and filing of granted patents 

and published patent applications – Maintaining a patent file - Filing a copyright application for a software - 

Filing an industrial design application for an innovative design of machine-Generating a „patent infringement 

clearance report‟ for a client  
Total Periods 45 

REFERENCES: 

1.  
Kompal Bansal and Parikshit Bansal,‖ Fundamentals of Intellectual Property for Engineers‖, 

BS Publications/BSP Books, 2013. 

2.  
Deborah E.Bouchoux, ―Intellectual Property: The Law of Trademarks, Copyrights, Patents, 

and Trade Secrets‖, Cengage Learning, Third Edition, 2012. 

3.  
Prabuddha Ganguli, ― Intellectual Property Rights : Unleashing the Knowledge Economy‖, 

McGraw Hill Education, 2008.  

Course 

Outcome 

Upon completion of this course, the student should be able to  

 Apply for patents in India and Abroad  

 Develop a business plan that advances the value of their intellectual property portfolio  

 Develop a strategy of marketing their intellectual property and understand some 

negotiation basics  

 Explain some of the limits of their intellectual property rights and comprehend some 

basic legal pitfalls  
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L T P C CA ESE Total 

P15CSE18 Big data Analytics 3 0 0 3 50 50 100 

Course 

Objective 

 

 To understand big data analytics as the next wave for businesses looking for competitive 

advantage  

 To understand the financial value of big data analytics  

 To explore tools and practices for working with big data  

 To understand how big data analytics can leverage into a key component  

 To understand how to mine the data  & learn about stream computing  

 To know about the research that requires the integration of large amounts of data  

Unit – I INTRODUCTION TO BIG DATA Periods 9 

Analytics – Nuances of big data – Value – Issues – Case for Big data – Big data options Team challenge – Big data 

sources – Acquisition – Nuts and Bolts of Big data. Features of Big Data - Security, Compliance, auditing and protection 

- Evolution of Big data – Best Practices for Big data Analytics - Big data characteristics - Volume, Veracity, Velocity, 

Variety – Data Appliance and Integration tools – Greenplum – Informatica. 

Unit – II DATA ANALYSIS Periods 9 

Evolution of analytic scalability – Convergence – parallel processing systems – Cloud computing – grid computing – 

map reduce – enterprise analytic sand box – analytic data sets – Analytic methods – analytic tools – Cognos – 

Microstrategy - Pentaho. Analysis approaches – Statistical significance – business approaches – Analytic innovation – 

Traditional approaches – Iterative 

Unit – III STREAM COMPUTING Periods 9 

Introduction to Streams Concepts –Stream data model and architecture -Stream Computing, Sampling data in a stream – 

Filtering streams – Counting distinct elements in a stream– Estimating moments–Counting oneness in a window – 

Decaying window - Realtime Analytics Platform(RTAP) applications IBM Infosphere–Big data at rest – Infosphere 

streams – Data stage – Statistical analysis – Intelligent scheduler–Infosphere Streams 

Unit – IV PREDICTIVE ANALYTICS AND VISUALIZATION Periods 9 

Predictive Analytics – Supervised – Unsupervised learning – Neural networks – Kohonen models – Normal – Deviations 

from normal patterns – Normal behaviours – Expert options – Variable entry - Mining Frequent itemsets - Market based 

model – Apriori Algorithm – Handling large data sets in Main memory – Limited Pass algorithm – Counting frequent 

itemsets in a stream – Clustering Techniques – Hierarchical – K- Means – Clustering high dimensional data 

Visualizations - Visual data analysis techniques, interaction techniques; Systems and applications. 

Unit – V FRAMEWORKS AND APPLICATIONS Periods 9 

IBM for Big Data – Map Reduce Framework - Hadoop – Hive - – Sharding – NoSQL Databases - S3 - Hadoop 

Distributed file systems – Hbase – Impala – Analyzing big data with twitter – Big data for E-Commerce – Big data for 

blogs. 

Total Periods 45 

REFERENCES: 

1.  
Frank J Ohlhorst, ―Big Data Analytics: Turning Big Data into Big Money‖, Wiley and SAS Business 

Series, 2012. 

2.  
Colleen Mccue, ―Data Mining and Predictive Analysis: Intelligence Gathering and Crime Analysis‖, 

Elsevier, 2007 

3.  Michael Berthold, David J. Hand, Intelligent Data Analysis, Springer, 2007.  

4.  
Anand Rajaraman & Jeffrey David Ullman, Mining of Massive Datasets, Cambridge University Press, 

2012. 

Course 

Outcome 

Identify the need for big data analytics for a domain  

Use Hadoop, Map Reduce Framework  

Apply big data analytics for a give problem  

Suggest areas to apply big data to increase business outcome  

Contextually integrate and correlate large amounts of information automatically to gain faster insights.  
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P15CSE19 Cognitive Science  3 0 0 3 50 50 100 

Course 

Objective 

 

 To learn the basics of Cognitive Science with focus on acquisition, 

representation, and use of knowledge by individual minds, brains, and machines, 

as well as groups, institutions, and other social entities  

 To study the mind and intelligence, embracing psychology, artificial intelligence, 

neuroscience and linguistics  

 To appreciate the basics of cognitive Psychology  

 To understand the role of Neuro science in Cognitive field   

Unit – I INTRODUCTION TO COGNITIVE SCIENCE Periods 9 

The Cognitive view –Some Fundamental Concepts – Computers in Cognitive Science – Applied Cognitive 

Science – The Interdisciplinary Nature of Cognitive Science – Artificial Intelligence: Knowledge 

representation -The Nature of Artificial Intelligence - Knowledge Representation – Artificial Intelligence: 

Search, Control, and Learning. 

Unit – II COGNITIVE PSYCHOLOGY Periods 9 

Cognitive Psychology – The Architecture of the Mind - The Nature of Cognitive Psychology- A Global View 

of The Cognitive Architecture- Propositional Representation- Schematic Representation- Cognitive Processes, 

Working Memory, and Attention- The Acquisition of Skill- The Connectionist Approach to Cognitive 

Architecture 

Unit – III COGNITIVE NEUROSCIENCE Periods 9 

Brain and Cognition Introduction to the Study of the Nervous System – Neural Representation – 

Neuropsychology- Computational Neuroscience - The Organization of the mind - Organization of Cognitive 

systems - Strategies for Brain mapping – A Case study: Exploring mindreading 

Unit – IV 
LANGUAGE ACQUISITION, SEMANTICS AND 

PROCESSING MODELS 
Periods 9 

Language Acquisition: Milestones in Acquisition – Theoretical Perspectives- Semantics and Cognitive 

Science – Meaning and Entailment – Reference – Sense – Cognitive and Computational Models of Semantic 

Processing – Information Processing Models of the Mind- Physical symbol systems and language of thought- 

Applying the Symbolic Paradigm- Neural networks and distributed information processing- Neural network 

models of Cognitive Processes 

Unit – V HIGHER-LEVEL COGNITION Periods 9 

Reasoning – Decision Making – Computer Science and AI: Foundations & Robotics – New Horizons - 

Dynamical systems and situated cognition- Challenges – Emotions and Consciousness – Physical and Social 

Environments – Applications. 

Total Periods 45 
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REFERENCES: 

1.  
Cognitive Science: An Introduction, Second Edition by Neil Stillings, Steven E. Weisler, 

Christopher H. Chase and Mark H. Feinstein ,1995  

2.  
Cognitive Science: An Introduction to the Science of the Mind ,José Luis Bermúdez, 

Cambridge University Press, New York,2010 

3.  
Cognitive Psychology, Robert L. Solso, Otto H. MacLin and M. Kimberly MacLin, 2007, 

Pearson Education 

4.  
Cognitive Science: An Introduction to the Study of Mind (2006) by J. Friedenberg and G. 

Silverman 

5.  How the mind works,Steven Pinker,2009. 

6.  
Cognitive Science: An Interdisciplinary Approach by Carolyn Panzer Sobel and Paul Li, 

2013. 

7.  Mind: Introduction to Cognitive Science, Paul Thagard, 2nd Edition, MIT Press, 2005. 

Course 

Outcome 

 Explain, and analyze the major concepts, philosophical and theoretical 

perspectives, empirical findings, and historical trends in cognitive science, 

related to cultural diversity and living in a global community.  

 Use cognitive science knowledge base to create their own methods for answering 

novel questions of either a theoretical or applied nature, and to critically evaluate 

the work of others in the same domain. 

 Proficient with basic cognitive science research methods, including both theory-

driven and applied research design, data collection, data analysis, and data 

interpretation.  
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Course code Course name 
Periods per week Credit Maximum Marks 

L T P C CA ESE Total 

P15CSE20 Real Time System Design  3 0 0 3 50 50 100 

Course 

Objective 

 

 Able to understand the real time systems concepts to select architectures and 

programming languages 

 Able to analyze the Real Time systems requirements, Evaluate the fault tolerance 

techniques and systems reliability. 

Unit – I INTRODUCTION Periods 9 

Issues in real-time system, task classes, architecture issues, operating system issues, performance measure for 

real time systems, estimating program run times, classical uniprocessor scheduling algorithm, uniprocessor 

scheduling of IRIS tasks, task assignment, mode changes, fault tolerance scheduling. 

Unit – II PROGRAMMING LANGUAGES AND TOOL Periods 9 

Programming  Language  and  Tools  –   Desired  Language  characteristics,  Data  Typing,   Control 

   structures,   Facilitating   Hierarchical   Decomposition,   Packages,   Run - time (Exception)   Error   

handling,   Overloading   and   Generics,   Multitasking,   Low   Level programming,  Task  scheduling,  

Timing  Specifications,  Programming  Environments, Run-time Support. 

Unit – III COMMUNICATION Periods 9 

Real -Time Communication  -  Communications  Media,  Network  Topologies  Protocols, Fault Tolerant 

Routing. Fault Tolerance Techniques - Fault Types, Fault Detection. Fault Error  containment  Redundancy,  

Data  Diversity,  Reversal  Checks,  Integrated  Failure  handling. 

Unit – IV REAL TIME DATABASES Periods 9 

Real time Databases – Basic Definition, Real time Vs General Purpose Databases, Main Memory Databases, 

Transaction priorities, Transaction Aborts, Concurrency control issues, Disk Scheduling Algorithms, Two – 

phase Approach to improve Predictability – Maintaining Serialization Consistency – Databases for Hard Real 

Time Systems. 

Unit – V EVALUATION TECHNIQUES Periods 9 

Reliability Evaluation Techniques – Obtaining parameter values, Reliability models for Hardware 

Redundancy – Software error models. Clock Synchronization – Clock, A non-fault – Tolerant 

Synchronization Algorithm – Impact of faults – Fault Tolerant Synchronization in Hardware – Fault Tolerant 

Synchronization in software. 

Total Periods 45 

REFERENCES: 

1.  
C.M. Krishna, Kang G. Shin, ―Real – Time Systems‖, McGraw – Hill International 

Editions, 2004.  

2.  Rajib Mall, ‖Real-time systems: theory and practice‖, Pearson Education, 2007. 

3.  
Stuart Bennett, ―Real Time Computer Control, An Introduction‖, Prentice Hall of India, 

1998.  

4.  
R.J.A Buhur, D.L Bailey, ―An Introduction to Real – Time Systems‖, Prentice – Hall 

International, 1999.  

Course 

Outcome 
 Understanding principles of real time systems design; be aware of architectures 

and behaviors of real time operating systems, database and applications. 
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P15CSE21 
Soft Computing L T P C CA ESE Total 

3 0 0 3 50 50 100 

 

Course 

Objective 

 

 Learn the various soft computing frame works.  

 Be familiar with design of various neural networks.  

 Learn genetic programming 

 Be exposed to fuzzy logic & Hybrid Systems 

Unit – I INTRODUCTION Periods 9 

Evolution of Computing - Soft Computing Constituents – From Conventional AI to Computational 

Intelligence - Machine Learning Basics 

Unit - II   NEURAL NETWORKS Periods 9 

Machine Learning Using Neural Network, Adaptive Networks – Feed forward Networks –Supervised 

Learning Neural Networks – Radial Basis Function Networks – Reinforcement Learning – Unsupervised  

Learning Neural Networks – Adaptive Resonance architectures –Advances in Neural networks 

Unit – III FUZZY LOGIC Periods 9 

Fuzzy Sets – Operations on Fuzzy Sets – Fuzzy Relations – Membership Functions- Fuzzy Rule based system 

– Fuzzy Decision Making – Applications of fuzzy logic 

Unit - IV   NEURO-FUZZY MODELING Periods 
          

9 

Adaptive Neuro-Fuzzy Inference Systems – Coactive Neuro -Fuzzy Modeling – Classification and Regression 

Trees – Data Clustering Algorithms – Rule base Structure Identification –Neuro-Fuzzy Control. 

Unit – V GENETIC ALGORITHMS Periods 9 

Introduction to Genetic Algorithms (GA) – Terminologies and operators of GA – Classification of GA – GA 

for Optimization problem - Applications of GA 

Total Periods 45 

REFERENCES: 

1.  
Jyh-Shing  Roger  Jang,  Chuen-Tsai  Sun and  Eiji  Mizutani,  ―Neuro-Fuzzy  and  Soft 

Computing‖, Prentice-Hall of India, 2003 

2.  
S. N. Sivanandam, S. Sumathi and S. N. Deepa, ―Introduction to Fuzzy Logic using 

MATLAB, Springer, 2007. 

3.  S.N.Sivanandam and S.N.Deepa, -―Introduction to Genetic Algorithms‖, Springer, 2007. 

4.  Mitchell Melanie, ―An Introduction to Genetic Algorithm‖, Prentice Hall, 1998. 

5.  
David E.  Goldberg,  ―Genetic  Algorithms  in  Search,  Optimization  and  Machine  

Learning‖,Addison Wesley, 1997. 

6.  
George J. Klir and Bo Yuan,‖Fuzzy Sets and Fuzzy Logic-Theory and Applications‖, Prentice 

Hall, 1995. 

Course 

Outcome 

 Apply various soft computing frame works.  

 Design of various neural networks.  

 Use fuzzy logic.  

 Apply genetic programming.  

 Discuss hybrid soft computing. 
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P15CSE22 Software Project Management 
L T P C CA ESE Total 

3 0 0 3 50 50 100 

 

Course 

Objective 

 

 To outline the need for Software Project Management 

  To highlight different techniques for software cost estimation and activity planning. 

Unit – I PROJECT EVALUATION AND PROJECT PLANNING Periods 9 

Importance of Software Project Management – Activities Methodologies – Categorization of Software 

Projects – Setting Objective – Management Principles – Management Control – Project portfolio 

Management – Cost-benefit evaluation technology – Risk evaluation – Strategic program Management – 

Stepwise Project Planning. 

Unit - II PROJECT LIFE CYCLE AND EFFORT ESTIMATION Periods 9 

Software process and Process Models – Choice of Process models - mental delivery – Rapid Application 

development – Agile methods – Extreme Programming – SCRUM – Managing interactive processes – Basics 

of Software estimation – Effort and Cost estimation techniques – COSMIC Full function points - COCOMO 

II A Parametric Productivity Model - Staffing Pattern. 

Unit – III ACTIVITY PLANNING AND RISK MANAGEMENT Periods 9 

Objective of Activity planning – Project schedules – Activities – Sequencing and scheduling – Network 

Planning models – Forward Pass & Backward Pass techniques – Critical path (CRM) method – Risk 

identification – Assessment – Monitoring – PERT technique – Monte Carlo simulation – Resource Allocation 

– Creation of critical patterns – Cost schedules. 

Unit – IV PROJECT MANAGEMENT AND CONTROL Periods 
          

9 

Framework for Management and control – Collection of data Project termination – Visualizing progress – 

Cost monitoring – Earned Value Analysis- Project tracking – Change control- Software Configuration 

Management – Managing contracts – Contract Management. 

Unit – V STAFFING IN SOFTWARE PROJECTS Periods 9 

Managing people – Organizational behavior – Best methods of staff selection – Motivation – The Oldham-

Hackman job characteristic model – Ethical and Programmed concerns – Working in teams – Decision 

making – Team structures – Virtual teams – Communications genres – Communication plans. 

Total Periods 45 

REFERENCES: 

1.  
Bob Hughes, Mike Cotterell and Rajib Mall: Software Project Management – Fifth Edition, 

Tata McGraw Hill, New Delhi, 2012. 

2.  Robert K. Wysocki ―Effective Software Project Management‖ – Wiley Publication, 2011. 

3.  Walker Royce: ―Software Project Management‖- Addison-Wesley, 1998. 

4.  
Gopalaswamy Ramesh, ―Managing Global Software Projects‖ – McGraw Hill Education 

(India), Fourteenth Reprint 2013. 

Course 

Outcome 

 Apply systematic procedure for software design and deployment 

 Compare and contrast the various testing and maintenance.  
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P15CSE23 Information Retrieval 
L T P C CA ESE Total 

3 0 0 3 50 50 100 

 

Course 

Objective 
 

 To understand the basics of Information Retrieval and of digital libraries 

 To understanding of machine learning techniques for text classification and clustering 

  To understand the various applications of Information Retrieval giving emphasis to 

Multimedia IR, Web Search. 

Unit – I INTRODUCTION: MOTIVATION Periods 8 

Basic Concepts – Practical Issues - Retrieval Process – Architecture - Boolean Retrieval –Retrieval 

Evaluation – Open Source IR Systems–History of Web Search – Web Characteristics–The impact of the web 

on IR ––IR Versus Web Search–Components of a Search engine 

Unit - II MODELING Periods 10 

Taxonomy and Characterization of IR Models – Boolean Model – Vector Model - Term Weighting – Scoring 

and Ranking –Language Models – Set Theoretic Models - Probabilistic Models – Algebraic Models – 

Structured Text Retrieval Models – Models for Browsing 

Unit – III INDEXING Periods 9 

Static and Dynamic Inverted Indices–Index Construction and Index Compression. Searching-Sequential 

Searching and Pattern Matching.Query Operations -Query Languages–Query Processing-Relevance Feedback 

and Query Expansion - Automatic Local and Global Analysis–Measuring Effectiveness and Efficiency 

Unit – IV TEXT CLASSIFICATION AND NAÏVE BAYES Periods        9 

Text Classification and Naïve Bayes – Vector Space Classification – Support vector machines and Machine 

learning on documents. Flat Clustering – Hierarchical Clustering –Matrix decompositions and latent semantic 

indexing – Fusion and Meta learning 

Unit – V SEARCHING THE WEB Periods 9 

Searching the Web –Structure of the Web –IR and web search – Static and Dynamic Ranking - Web Crawling 

and Indexing – Link Analysis - XML Retrieval Multimedia IR: Models and Languages – Indexing and 

Searching Parallel and Distributed IR – Digital Libraries 

Total Periods 45 

REFERENCES: 

1.  
Ricardo Baeza – Yates, BerthierRibeiro – Neto, Modern Information Retrieval: The concepts 

and Technology behind Search (ACM Press Books), Second Edition 2011  

2.  
Ricardo Baeza – Yates, BerthierRibeiro – Neto, Modern Information Retrieval, Pearson 

Education, Second Edition 2005  

3.  
Christopher D. Manning, Prabhakar Raghavan, Hinrich Schutze, Introduction to Information 

Retrieval, Cambridge University Press, First South Asian Edition 2012  

4.  

Stefan Buttcher, Charles L. A. Clarke, Gordon V. Cormack, Information Retrieval 

Implementing and Evaluating Search Engines, The MIT Press, Cambridge, Massachusetts 

London, England, 2010  

Course 

Outcome 

 Build an Information Retrieval system using the available tools  
 Identify and design the various components of an Information Retrieval system  
 Apply machine learning techniques to text classification and clustering which is used 

for efficient Information Retrieval  
 Analyze the Web content structure  and Design an efficient search engine  
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P15CSE24 Ethical Hacking and Digital Forensics 
L T P C CA ESE Total 

3 0 0 3 50 50 100 

 

Course 

Objective 

 

 To learn various hacking techniques and attacks.  

  To understand the benefits of strategic planning process.  

 To evaluate where information networks are most vulnerable.  

 To perform penetration tests into secure networks for evaluation purposes.  

 To enable students to understand issues associated with the nature of forensics.  

Unit – I HACKING WINDOWS Periods 9 

Hacking windows – Network hacking – Web hacking – Password hacking. A study on various attacks – Input 

validation attacks – SQL injection attacks – Buffer overflow attacks - Privacy attacks. 

Unit - II TCP/IP Periods 9 

TCP / IP – Checksums – IP Spoofing port scanning, DNS Spoofing. Dos attacks – SYN attacks, Smurf 

attacks, UDP flooding, DDOS – Models. Firewalls – Packet filter firewalls, Packet Inspection firewalls – 

Application Proxy Firewalls. Batch File Programming. 

Unit – III FUNDAMENTALS OF COMPUTER FRAUD Periods 9 

Fundamentals of Computer Fraud – Threat concepts – Framework for predicting inside attacks – Managing 

the threat – Strategic Planning Process. 

Unit – IV ARCHITECTURE Periods        9 

Architecture strategies for computer fraud prevention – Protection of Web sites – Intrusion detection system – 

NIDS, HIDS – Penetrating testing process – Web Services– Reducing transaction risks. 

Unit – V 
KEY FRAUD INDICATOR SELECTION PROCESS 

CUSTOMIZED 
Periods 9 

Forensics – Computer Forensics – Journaling and it requirements – Standardized logging criteria – Journal 

risk and control matrix – Neural networks – Misuse detection and Novelty detection. 

Total Periods 45 

REFERENCES: 

1.  
Kenneth C.Brancik ―Insider Computer Fraud‖ Auerbach Publications Taylor & Francis 

Group–2008. 

2.  Ankit Fadia ― Ethical Hacking‖ second edition Macmillan India Ltd, 2006 

Course 

Outcome 

 Defend hacking attacks and protect data assets.  

 Defend a computer against a variety of different types of security attacks using a 

number of hands-on techniques.  

 Defend a LAN against a variety of different types of security attacks using a number 

of hands-on techniques.  

 Practice and use safe techniques on the World Wide Web.  

 Understand computer Digital forensics.  
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P15CSE25 Bio-Inspired computing 
L T P C CA ESE Total 

3 0 0 3 50 50 100 

 

Course 

Objective 

 

 Understand Cellular Automata and artificial life 

 Learn artificial neural systems and related learning algorithms 

 Learn developmental and artificial immune systems 

 Understand behavioral systems especially in the context of Robotics 

 Understand collective systems such as ACO, PSO, and swarm robotics 

Unit – I EVOLUTIONARY AND CELLULAR SYSTEMS Periods 9 

Foundations  of  evolutionary  theory –Genotype –artificial  evolution –genetic  representations –initial 

population –fitness functions –selection and reproduction –genetic operators –evolutionary measures –

evolutionary algorithms –-Cellular  systems –cellular  automata –modeling  with  cellular  systems –other  

cellular  systems –computation with cellular systems –artificial life –analysis and synthesis of cellular systems 

Unit - II NEURAL SYSTEMS Periods 9 

Biological  nervous  systems –artificial  neural  networks –neuron  models –architecture –signal encoding  

synaptic plasticity –unsupervised  learning –supervised  learning –reinforcement learning – evolution of 

neural networks –hybrid neural systems . 

Unit – III DEVELOPMENTAL AND IMMUNE SYSTEMS Periods 9 

Rewriting systems –synthesis  of  developmental  systems –evolutionary  rewriting  systems –evolutionary 

developmental programs. Biological immune systems –lessons for artificial immune systems –algorithms and 

applications –shape space –negative selection algorithm –clonal selection algorithm . 

Unit – IV BEHAVIORAL SYSTEMS Periods        9 

Behavior is cognitive science –behavior in AI –behavior based robotics –biological inspiration for robots  

–robots as biological models –robot learning –evolution of behavioral systems –learning in behavioral 

systems –co-evolution of body and control –towards self reproduction –simulation and reality. 

Unit – V COLLECTIVE SYSTEMS Periods 9 

Biological self -organization –Particle Swarm Optimization (PSO) –ant colony optimization (ACO) –swarm 

robotics –co-evolutionary dynamics –artificial evolution of competing systems –artificial evolution of 

cooperation –case study 

Total Periods 45 

REFERENCES: 

1.  D. Floreano and C. Mattiussi, "Bio-Inspired Artificial Intelligence", MIT Press, 2008 

2.  
F.  Neumann  and  C.  Witt, ―Bioinspired Computation in  combinatorial  

optimization:  Algorithms and their computational complexity‖, Springer, 2010.  

3.  A. E. Elben and J. E. Smith, ―Introduction to Evolutionary Computing‖, Springer,2010 

4.  
D.  E.  Goldberg,  ―Genetic algorithms in  search, optimization, and  machine 

learning‖,  Addison-Wesley, 1989 

Course 

Outcome 

Upon completion of the course, the students will be able to 

 Implement and apply evolutionary algorithms 

 Explain cellular automata and artificial life 

 Implement and apply neural systems 

 Explain developmental, artificial immune systems and behavioral systems 
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Programme M.E. Programme code 201 Regulation 2015 

Department COMPUTER SCIENCE AND ENGINEERING Semester - 

Course Code Course name Periods per week Credit Maximum Marks 

P15CSE26 Domain Engineering 
L T P C CA ESE Total 

3 0 0 3 50 50 100 

 

Course 

Objective 

 

 To maximize the satisfaction of the requirements of its stakeholders  

 To understand the terminology used for software development by practitioners in a 

given area  

 To include the knowledge of how to build software systems  in a given area  

 To evolve consensus amongst the stakeholders  

Unit – I DOMAIN ANALYSIS AND SCOPING  Periods 9 

Domain Analysis- Domain Design and Domain Implementation- Application Engineering- Product-Line 

Practices -Key Domain Engineering Concepts: Domain Scope and Scoping- Relationships between Domains- 

Features and Feature Models-Method Tailoring and Specialization- Survey of Domain Analysis and Domain 

Engineering Methods. 

Unit - II DOMAIN ENGINEERING METHODS  Periods 9 

Feature Oriented Domain Analysis (FODA)- FODA Process- Organization Domain Modeling (ODM).-The 

ODM Process- Draco- Capture- Domain Analysis and Reuse Environment (DARE)- Domain-Specific 

Software Architecture (DSSA) Approach- Algebraic Approach- Other Approaches.  
Unit – III FEATURE MODELING  Periods 9 

 Feature Models- Feature Diagrams-Mandatory Features-Optional Features- Alternative Features- OrFeatures. 

Normalized Feature Diagrams-Expressing Commonality in Feature Diagrams- Expressing Variability in 

Feature Diagrams.- Assigning Priorities to Variable Features- Availability Sites- Binding Sites- and Binding 

Modes Sites- Relationship between Optimizations and Availability Sites-Binding Sites and Binding Modes. 

Unit – IV GENERATIVE PROGRAMMING  Periods        9 

Generative Domain Models- Main Development Steps in Generative Programming- Adapting Domain 

Engineering for Generative Programming.  

Unit – V DOMAIN MODELING AND LANGUAGES AND TOOLS  Periods 9 

Domain-Specific Languages: DEMRAL: Example -Outline of DEMRAL. Domain Analysis- Domain 

Definition- Domain Modeling- Identification of Key Concepts- Feature Modeling- Feature Starter Set for 

ADTs- Feature Starter Set for Algorithms- Domain Design- Scope Domain Model for Implementation- 

Identify Packages- Hume, DSL Paradigm, Stratego/XT, Run-time Code Generation in C++ . 

Total Periods 45 

REFERENCES: 

1.  
Krysztof Czarnecki, Ulrich Eisenecker, ―Generative programming: Methods, Tools 

and Applications‖, Addition Wesley, 2000  

2.  
Christian Lengauer, Don Batory, Charles Consel, Martin Odersky, ―Domain- Specific 

Program Generation‖, Springer, 2003.  

Course 

Outcome 

Upon completion of this course, the student should be able to  

 Collect, organize, and store past experience in building systems or parts of 

systems in a particular domain in the form of reusable assets  

 Reuse assets when building new systems  

 Develop architecture for family of systems in a domain and provide 

production plan.  
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Department COMPUTER SCIENCE AND ENGINEERING Semester - 

Course Code Course name Periods per week Credit Maximum Marks 

P15CSE27 Energy Aware Computing 
L T P C CA ESE Total 

3 0 0 3 50 50 100 

 

Course 

Objective 

 

  To study the concepts of Energy efficient storage 

  To introduce energy efficient algorithms 

 To enable the students to know energy efficient techniques involved to support real-

time systems. 

 To study Energy aware applications 

Unit – I INTRODUCTION Periods 9 

Energy efficient network on chip architecture for multi core system-Energy efficient MIPS CPU core with 

fine grained run time power gating – Low power design of Emerging memory technologies. 

Unit - II ENERGY EFFICIENT STORAGE Periods 9 

Disk Energy Management-Power efficient strategies for storage system-Dynamic thermal management for 

high performance storage systems-Energy saving technique for Disk storage systems. 

Unit – III ENERGY EFFICIENT ALGORITHMS Periods 9 

Scheduling of Parallel Tasks – Task level Dynamic voltage scaling – Speed Scaling – Processor optimization- 

Memetic Algorithms – Online job scheduling Algorithms. 

Unit – IV REAL TIME SYSTEMS Periods        9 

Multi processor system – Real Time tasks- Energy Minimization – Energy aware scheduling- Dynamic 

Reconfiguration- Adaptive power management-Energy Harvesting Embedded system. 

Unit – V ENERGY AWARE APPLICATIONS Periods 9 

On chip network – Video codec Design – Surveillance camera- Low power mobile storage. 

Total Periods 45 

REFERENCES: 

1.  
Ishfaq Ah mad, Sanjay Ranka, Handbook of Energy Aware and Green 

Computing,Chapman and Hall/CRC, 2012 

2.  
Chong-Min Kyung, Sungioo yoo, Energy Aware system design Algorithms and 

Architecture, Springer, 2011. 

3.  Bob steiger wald ,Chris:Luero, Energy Aware computing, Intel Press,2012. 

Course 

Outcome 

Upon completion of this course, the student should be able to  

 Design Power efficient architecture Hardware and Software. 

 Analyze power and performance tradeoff between various energy aware 

storage devices. 

 Implement various energy aware algorithms. 

 Restructure the software and Hardware for Energy aware applications. 

 Explore the Energy aware applications 
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Course Code Course name Periods per week Credit Maximum Marks 

P15CSE28 Information Storage Management 
L T P C CA ESE Total 

3 0 0 3 50 50 100 

 

Course 

Objective 

 

 To study the basics of large scale data storage  

 To understand the architecture of data center  

 To study about the intelligent storage system 

 To study about the networked storage system 

 To know about storage virtualization 

Unit – I INTRODUCTION TO STORAGE TECHNOLOGY Periods 9 

Information Storage - Evolution of Storage Technology and Architecture - Data Center Infrastructure - Key 

Challenges in Managing Information - Information Lifecycle - Components of a Storage System Environment 

- Disk Drive Component - Laws Governing Disk Performance- Application Requirements. 

Unit - II STORAGE SYSTEMS  Periods 9 

Concept of RAID and its components, Different RAID levels and their suitability for different application - 

integrated and modular storage systems , Intelligent Storage System : Components of an Intelligent Storage 

System- Intelligent Storage Array. 

Unit – III INTRODUCTION TO NETWORKED STORAGE Periods 9 

The SAN and FC SAN -Evolution of networked storage-Architecture- components-  topologies of FC-SAN – 

General Purpose Servers vs. NAS Devices - Components of NAS - NAS File-Sharing Protocols – iSCSI - 

Content-Addressed Storage. 

Unit – IV STORAGE VIRTUALIZATION AND  STORAGE SECURITY Periods        9 

Forms of Virtualization - Storage Virtualization Challenges- Types of Storage Virtualization - Securing the 

Storage Infrastructure - Managing the Storage Infrastructure. 

Unit – V BUSINESS CONTINUITY Periods 9 

Introduction to Business Continuity: Information Availability - BC Terminology and Lifecycle- Failure 

Analysis- Backup and Recovery- Local and Remote Replication. 

Total Periods 45 

REFERENCES: 

1.  
EMC

2
 G. Somasundaram , Alok Shrivastava, Information Storage and Management 

Storing, Managing, and Protecting Digital Information, Wiley, India,2009. 

2.  
Robert Spalding, ―Storage Networks: The Complete Reference―, Tata McGraw Hill , 

Osborne, 2003. 

3.  Marc Farley, ―Building Storage Networks‖, Tata McGraw Hill ,Osborne, 2001. 

Course 

Outcome 

Upon completion of this course, the student should be able to  

 Know how the data are maintained in  large scale data storage  

 understand the architecture of data center  

 know the working of  intelligent storage system and array 

 know the network storage structure  

 Understand the  storage virtualization 
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Course Code Course name Periods per week Credit Maximum Marks 

P15CSE29 Secure Network System Design  
L T P C CA ESE Total 

3 0 0 3 50 50 100 

 

Course 

Objective 

 

 To understand best of security practices  

 To learn design considerations for device hardening, Layer 2 and Layer 3 security 

issues, denial of service, IPSec VPNs, and network identity  

 To understand security design considerations for common applications  

 To identify the key security roles and placement issues for network security elements  

 To understand the various testing and optimizations strategies to select the 

technologies and devices for secure network design  

Unit – I NETWORK SECURITY  FOUNDATIONS 
 

Periods 9 

Secure network design through modeling and simulation-A fundamental framework for network security- 

need for user level security on demand-Network Security Axioms- security policies and operations life cycle- 

security networking threats- network security technologies- general and identity design considerations- 

network security platform options and best deployment practices- secure network management and network 

security management. 

Unit - II IDENTIFYING SYSTEM DESIGNER’S NEEDS AND GOALS Periods 9 

Evolution of network security and lessons learned from history- Analyzing top-down network design 

methodologies- technical goals and tradeoffs – scalability- reliability- availability- Network performance- 

security- Characterizing the existing internetwork- characterizing network traffic- developing network 

security strategies . 

Unit – III PHYSICAL SECURITY ISSUES AND LAYER 2 SECURITY Periods 9 

Control physical access to facilities- Control physical access to data centers- Separate identity mechanisms for 

insecure locations- Prevent password-recovery mechanisms in insecure locations- awareness about cable plant 

issues- electromagnetic radiation and physical PC security threats- L2 control protocols- MAC flooding 

considerations- attack mitigations- VLAN hopping attacks- ARP- DHCP- PVLAN security considerations- 

L2 best practice policies. 

Unit – IV IP ADDRESSING AND ROUTING DESIGN  CONSIDERATIONS Periods        9 

Route summarizations- ingress and egress filtering- Non routable networks- ICMP traffic management- 

Routing protocol security- Routing protocol authentication- transport protocol management policies- Network 

DoS/flooding attacks . 

Unit – V TESTING AND OPTIMIZING SYSTEM DESIGN Periods 9 

Selecting technologies and devices for network design- testing network design  using industry tests- building 

a prototype network system- writing and implementing test plan- tools for testing- optimizing network design 

– network performance to meet quality of service (QoS)- Modeling- simulation and behavior analysis of 

security attacks- future issues in information system security. 

Total Periods 45 

REFERENCES: 

1.  Sumit Ghosh, ―Principles of Secure Network System Design‖, Springer, 2012.  

2.  Sean Convery, ―Network Security Architectures‖, Pearson Education, 2011 

3.  Priscilla Oppenheimer, ―Top-Down network Design‖, Cisco press, 3rd edition, 2012. 

4.  
Larry L. Peterson, Bruce S. Davie, ―Computer Networks: A Systems Approach‖, 

Morgan Kauffmann Publishers Inc., Fifth Revised Edition, 2011. 

5.  
William Stallings, ―Cryptography and Network Security Principles and Practices‖, 

Pearson / PHI, Fourth Edition, 2006. 
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6.  
Wade Trappe, Lawrence C Washington, ―Introduction to Cryptography with Coding 

Theory‖, Second Edition, Pearson, 2007.  

Course 

Outcome 

Upon completion of this course, the student should be able to  

 Follow the best practices to understand the basic needs to design secure 

network  

 Satisfy the need for user and physical level security on demand for various 

types of network attacks  

 Use best practice policies for different network layer protocols  

 Apply the network analysis, simulation, testing and optimizing of security 

attacks to provide Quality of Service. 
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P15CSE30 
Social Network Mining and 

Analysis  

L T P C CA ESE Total 

3 0 0 3 50 50 100 

 

Course 

Objective 

 

 To understand the components of the social network 

 To model and visualize the social network 

 To mine the users in the social network 

 To understand the evolution of the social network 

 To mine the interest of the user 

Unit – I SOCIAL MEDIA MINING Periods 9 

Data Mining Essential –Data Mining Algorithm - Web Content Mining – Supervised Learning – Decision tree 

- Naïve Bayesian Text Classification - Support Vector Machines - Ensemble of Classifiers. Unsupervised 

Learning - K-means Clustering - Hierarchical Clustering –Partially Supervised Learning – Markov Models - 

Probability-Based Clustering - Classification and Clustering – Vector Space Model – Latent semantic 

Indexing – Automatic Topic Extraction  

Unit - II MINING COMMUNITIES Periods 9 

Aggregating and reasoning with social network data, Advanced Representations – Extracting evolution of 

Web Community from a Series of Web Archive - Detecting Communities in Social Networks - Evaluating 

Communities – Core Methods for Community Detection & Mining - Applications of Community Mining 

Algorithms - Node Classification in Social Networks. 

Unit – III MODELING AND VISUALIZATION Periods 9 

Visualizing Online Social Networks - A Taxonomy of Visualizations - Graph Representation - Centrality- 

Clustering - Node-Edge Diagrams - Visualizing Social Networks with Matrix-Based Representations- Node-

Link Diagrams - Hybrid Representations - Modeling and aggregating social network data – Random Walks 

and their Applications –Use of Hadoop and Map Reduce - Ontological representation of social individuals 

and relationships. 

Unit – IV TEXT AND OPINION MINING Periods        9 

Text Mining in Social Networks -Opinion extraction – Sentiment classification and clustering - Temporal 

sentiment analysis - Irony detection in opinion mining - Wish analysis - Product review mining – Review 

Classification – Tracking sentiments towards topics over time- Opinion Mining and Sentiment Analysis – 

Document Sentiment Classification.  

Unit – V EVOLUTION Periods 9 

Evolution in Social Networks – Framework - Tracing Smoothly Evolving Communities - Models and 

Algorithms for Social Influence Analysis - Influence Related Statistics - Social Similarity and 

Influence - Influence Maximization in Viral Marketing - Algorithms and Systems for Expert Location in 

Social Networks - Expert Location without Graph Constraints - with Score Propagation – Expert Team 

Formation - Link Prediction in Social Networks - Feature based Link Prediction. 

Total Periods 45 

REFERENCES: 

1.  
 

 

2.  Peter Mika, ―Social Networks and the Semantic Web‖, Springer, 1st edition, 2007 

3.  
Borko Furht, ―Handbook of Social Network Technologies and Applications‖, Springer, 1

st
 

edition, 2010. 

4.  
Guandong Xu , Yanchun Zhang and Lin Li, ―Web Mining and Social Networking – 

Techniques and applications‖, Springer, 1st edition, 2011. 

5.  
Giles, Mark Smith, John Yen, ―Advances in Social Network Mining and Analysis‖, 

Springer,2010 

6.  
Ajith Abraham, Aboul Ella Hassanien, Václav Snášel, ―Computational Social Network 

Analysis: Trends, Tools and Research Advances‖, Springer, 2009. 
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7.  Toby Segaran, ―Programming Collective Intelligence‖, O’Reilly, 2012 

Course 

Outcome 

Upon Completion of the course, the students will be able to 

 Work on the internals components of the social network 

 Model and visualize the social network 

 Mine the behaviour of the users in the social network 

 Predict the possible next outcome of the social network 

 Mine the opinion of the user 
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P15CSE31 Machine Learning Techniques  
L T P C CA ESE Total 

3 0 0 3 50 50 100 

 

Course 

Objective 

 

 To understand the machine learning theory 

 To implement linear and non-linear learning models 

 To implement distance-based clustering techniques 

 To build tree and rule based models 

 To apply reinforcement learning techniques 

Unit – I FOUNDATIONS OF LEARNING Periods 9 

Components of learning – learning models – geometric models – probabilistic models – logic models – 

grouping and grading – learning versus design – types of learning – supervised – unsupervised – 

reinforcement – theory of learning – feasibility of learning – error and noise – training versus testing – theory 

of generalization – generalization bound – approximation generalization tradeoff – bias and variance – 

learning curve 

Unit - II LINEAR MODELS Periods 9 

Linear classification – univariate linear regression – multivariate linear regression – regularized regression – 

Logistic regression – perceptrons – multilayer neural networks – learning neural networks structures – support 

vector machines – soft margin SVM – going beyond linearity – generalization and overfitting – regularization 

– validation 

Unit – III DISTANCE-BASED MODELS Periods 9 

Nearest neighbor models – K-means – clustering around medoids – silhouttes – hierarchical clustering – k-d 

trees – locality sensitive hashing – non-parametric regression – ensemble learning – bagging and random 

forests – boosting – meta learning 

Unit – IV TREE AND RULE MODELS Periods        9 

Decision trees – learning decision trees – ranking and probability estimation trees – regression trees – 

clustering trees – learning ordered rule lists – learning unordered rule lists – descriptive rule learning – 

association rule mining – first-order rule learning 

Unit – V REINFORCEMENT LEARNING Periods 9 

Passive reinforcement learning – direct utility estimation – adaptive dynamic programming – temporal-

difference learning – active reinforcement learning – exploration – learning an actionutility function – 

Generalization in reinforcement learning – policy search – applications in game playing – applications in 

robot control. 

Total Periods 45 

REFERENCES: 

1.  
Stephen Marsland, ―Machine Learning – An Algorithmic Perspective‖, Second Edition, 

Chapman and Hall/CRC Machine Learning and Pattern Recognition Series, 2014.  

2.  Tom M Mitchell, ―Machine Learning‖, First Edition, McGraw Hill Education, 2013.  

3.  
Peter Flach, ―Machine Learning: The Art and Science of Algorithms that Make Sense of 

Data‖, First Edition, Cambridge University Press, 2012.  

4.  
Jason Bell, ―Machine learning – Hands on for Developers and Technical Professionals‖, 

First Edition, Wiley, 2014  

5.  
Ethem Alpaydin, ―Introduction to Machine Learning 3e (Adaptive Computation and 

Machine Learning Series)‖, Third Edition, MIT Press, 2014  

Course 

Outcome 

 Distinguish between, supervised, unsupervised and semi-supervised learning  

 Apply the apt machine learning strategy for any given problem  

 Suggest supervised, unsupervised or semi-supervised learning algorithms for any given 

problem  

 Design systems that uses the appropriate graph models of machine learning  

 Modify existing machine learning algorithms to improve classification efficiency  
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P15CSE32 
Virtualization Techniques  and 

Application 

L T P C CA ESE Total 

3 0 0 3 50 50 100 

Course 

Objective 
  To understand the concept of Virtualization and Virtual Machines. 

Unit – I OVERVIEW OF VIRTUALIZATION Periods 9 

System architectures - Virtual Machine basics - Process vs System Virtual Machines - Taxonomy. Emulation: 

Basic Interpretation - Threaded Interpretation - Precoded and Direct Threaded Interpretation - Binary 

Translation. System Virtual Machines - Key concepts - Resource utilization basics.  

Unit - II PROCESS VIRTUAL MACHINES Periods 9 

Implementation – Compatibility – Levels – Framework – State Mapping – Register – Memory Address Space 

– Memory Architecture Emulation – Memory Protection – Instruction Emulation – Performance Tradeoff - 

Staged Emulation – Exception Emulation – Exception Detection – Interrupt Handling – Operating Systems 

Emulation – Same OS Emulation – Different OS Emulation – System Environment.  

Unit – III 
HIGH LEVEL LANGUAGE VIRTUAL MACHINES AND 

SERVER VIRTUALIZATION 
Periods 9 

HLL virtual machines: Pascal P-Code – Object Oriented HLLVMs - Java VM architecture - Java Native 

Interface - Common Language Infrastructure. Server virtualization: Partitioning techniques - virtual hardware 

- uses of virtual servers - server virtualization platforms. 

Unit – IV NETWORK AND STORAGE VIRTUALIZATION Periods        9 

Design of Scalable Enterprise Networks – Layer2 Virtualization – VLAN - VFI - Layer 3 Virtualization – 

VRF - Virtual Firewall Contexts - Network Device Virtualization - Data- Path Virtualization - Routing 

Protocols. Hardware Devices – SAN backup and recovery techniques – RAID – Classical Storage Model – 

SNIA Shared Storage Model – Virtual Storage: File System Level and Block Level . 

Unit – V APPLYING VIRTUALIZATION Periods 9 

Practical Virtualization Solutions: Comparison of Virtualization Technologies: Guest OS/ Host OS – 

Hypervisor – Emulation – Kernel Level – Shared Kernel, Enterprise Solutions: VMWare Server – VMWare 

ESXi – Citrix Xen Server – Microsoft Virtual PC – Microsoft Hyper-V – Virtual Box, Server Virtualization: 

Configuring Servers with Virtualization – Adjusting and Tuning Virtual servers – VM Backup – VM 

Migration, Desktop Virtualization: Terminal services – Hosted Desktop – Web-based Solutions – Localized 

Virtual Desktops, Network and Storage Virtualization: Virtual Private Networks . 

Total Periods 45 

REFERENCES: 

1.  
1. James E. Smith, Ravi Nair, ―Virtual Machines: Versatile Platforms for Systems and 

Processes‖, Elsevier/Morgan Kaufmann, 2005.   

2.  
David Marshall, Wade A. Reynolds, ―Advanced Server Virtualization: VMware and 

Microsoft Platform in the Virtual Data Center‖, Auerbach Publications, 2006. 

3.   Kumar Reddy, Victor Moreno, ―Network virtualization‖, Cisco Press, July, 2006. 

4.  
Chris Wolf, Erick M. Halter, ―Virtualization: From the Desktop to the Enterprise‖, APress 

2005.  

5.  
Kenneth Hess , Amy Newman, ―Practical Virtualization Solutions: Virtualization from the 

Trenches‖, Prentice Hall, 2010.  

Course 

Outcome 

Upon completion of this course, the student should be able to  

 Deploy legacy OS on virtual machines.  

 Analyze the intricacies of server, storage and network virtualizations  

 Design and develop applications on virtual machine platforms  

 


